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E. P. Rood 
Office of Naval Research, 
Fluid Dynamics Program, 

Arlington, VA 22217 

Review—Mechanisms of 
Cavitation Inception 
A review is made of progress in research during the period 1979-1989 on the fun
damental physical mechanisms of hydrodynamic cavitation inception. During that 
decade identification of the physical phenomena has been made, and techniques 
have been developed to reproduce on laboratory scale selected forms of full scale 
cavitation inception. Understanding of the mechanisms remains shallow, and an
alytical/numerical prediction methods are nonexistent except for the restricted case 
of travelling bubble cavitation inception in a passive pressure field. The control of 
inception is seen to be related in part to control of the underlying viscous flow 
features. A growing body of experimental evidence points to microscale vortex 
cavitation as a primal inception event. 

I Why a Review? 
Cavitation for most engineering purposes degrades perform

ance. Engineering designs are aimed at producing geometries 
and operating conditions that resist cavitation. From an ap
plied scientist's point of view, it is desirable to identify, un
derstand, predict, and control the physical mechanisms leading 
to cavitation inception. There is a large amount of empirical 
information on the phenomena of inception, and many em
pirical rules have been formulated to guide engineering design. 
The rules are generally based on correlations between meas
urements on model scale and observations of full scale char
acteristics and performance. Because there is a need to better 
understand the model scale phenomena, and in fact to develop 
prediction techniques, investigations during the past twenty 
years have focused on real fluid and environmental effects on 
idealized cavitation inception. The result of those investiga
tions has been the identification of complex bubble and viscous 
flow interactions leading to cavitation inception. The goal for 
future cavitation research is to understand and control those 
complex processes. 

During the past twenty years research on cavitation inception 
has been characterized by progressive development. The decade 
of the 1970's chiefly produced research directed at uncovering 
and classifying real fluid (viscous) effects in the cavitation 
inception process, such as laminar separation and turbulence. 
In the early 1980's those processes were examined closely and 
found to be more complex than previously assumed. However, 
the major thrust of research in the 1980's was directed at 
uncovering the effects of both size distribution and concen
tration of active nuclei, an aspect of the inception process that 
was also found to be more complex than previously assumed. 
This review addresses principally the results from recent re
search on real fluid effects and active nuclei, and encourages 
future research on uncovering the microscale physics of the 

Contributed by the Fluids Engineering Division and presented at the Inter
national Symposium on Cavitation Inception, ASME Winter Annual Meeting, 
San Francisco, Calif., December 5-10, 1989 of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Division 
December 28, 1989. 

local cavitation inception "event." Among other results, this 
review demonstrates that the two separate (in the past) topics 
of cavitation inception and turbulent flow structures are in 
fact inseparable in many situations of cavitation inception. 

The need for this review originates in a perception that new 
scientific opportunities are available to obtain a significant 
increase in knowledge about cavitation inception, and that this 
review will help set the stage for future scientific thrusts. 

II Scope of Review 
This review of cavitation inception is limited to fluids in 

which the cavitation is produced by hydrodynamic pressures. 
In this case, cavitation inception occurs most often when gas-
and vapor-filled microbubbles experience critical pressures with 
subsequent explosive growth in their volume. This review ad
dresses the physical mechanisms initiating the rapid bubble 
growth; it does not consider the subsequent growth and evo
lution of the bubble other than as a possible qualifier as to 
whether the bubble results in cavitation. The exception is when 
the bubble interacts with the underlying flow structure to alter 
subsequent inception events. 

This paper demonstrates that there is an important inter
action between expanding nuclei and the underlying flow struc
tures that must be understood to explain the mechanisms of 
cavitation inception. The literature provides numerous in
stances that by inference demonstrate this connection. A full 
explanation of the interaction is hindered by the lack of knowl-

' edge about the dynamics of the underlying flow structures in 
the single-phase flow. Although a considerable research effort 
has gone into this area, the results remain inconclusive (Lian, 
1990), and there is no attempt in this paper to report on the 
findings because that would require a substantial addition to 
the length of the paper. 

Cavitation has been a research topic at least since 1873 when 
Reynolds investigated cavitation in constrictions. The literature 
is bountiful, and includes an authoritative textbook (Knapp 
et al., 1970). This paper is written on the assumption that the 
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reader is familiar with the fundamentals of cavitation as de
scribed in that text. A longer version of this paper is given by 
Rood (1989), and the reader may find the additional infor
mation helpful although the essential information is presented 
here. Another recent comprehensive review of cavitation in
ception is presented by Arndt (1981a), which is distinguished 
from a similar article on cavitation (Arndt, 1981b) that ap
peared around the same time. It summarizes the cumulative 
knowledge about cavitation inception as of approximately the 
year 1978, and was used for a starting point for the present 
review. Since then, there have been many notable contributions 
to the understanding of cavitation inception, particularly with 
respect to the role of microscale fluid structures and the im
portance of active nuclei. 

In this review, state-of-the-art material is collated and dis
cussed in a format intended to describe the current notions 
about cavitation inception. There is much more to this review, 
however. The look toward the future is based on numerous 
substantial discussions with investigators involved in current 
research on cavitation inception. There is expectation for new 
insights and understanding resulting from the use of new re
search tools which will provide the means to answer many 
questions regarding the fundamental physical mechanisms 
leading to cavitation inception. Those tools include supercom
puters for numerical experiments (including direct Navier-
Stokes computation of complex two-phase flows), and optical 
measurement systems capable of obtaining and digitally proc
essing information from instantaneous whole flow fields 
including liquid velocities and bubble deformations. 

I l l Definition of Cavitation Inception 
An imprecise but useful definition for cavitation inception 

is the initial rapid growth of vapor- and gas-filled bubbles as 
a consequence of hydrodynamic forces. This definition implies 
instabilities resulting from mechanical forces (principally in
ertia), and distinguishes cavitation from rapid growth caused 
by thermal instabilities (boiling). It is presumed that very small 
gas and vapor filled voids (microbubbles) exist in the fluid, 
either in the interior or on a boundary, and that they become 
unstable at inception. The role of solid particles and organisms 
in producing tensile weakness in the fluid is recognized, but 
not considered dominant in most flows of interest. Implicit in 
this description is the presence of some inhomogeneity to pro
duce a local "weakness" in the liquid; pure liquid would not 
cavitate at the tensile pressures associated with cavitation in
ception in either the laboratory or the field. 

Rapid growth of a microbubble that remains stable is called 
gaseous cavitation. Gaseous cavitation may or may not involve 
significant mass transfer of gas between the liquid and the 
bubble. The mass transfer is a relatively slow process, observed 
perhaps in tip vortices but probably not significant for gaseous 
bubble expansion in processes of shorter duration. Dreyer 
(1987) used the term "pseudo cavitation" for gaseous cavi
tation due to volumetric changes in a constant gas mass. He 
reserved the term "gaseous cavitation" for processes where 
there is significant mass transfer. For both vaporous and gas
eous cavitation, inception refers to the individual event, the 
growth of a single microbubble however short the lifetime of 
that microbubble. 

These scientific definitions of cavitation inception are ap
propriate for understanding and describing microscale pro
cesses, but must be modified for engineering and practical 
purposes. An engineering definition applies when cavitation 
inception is determined indirectly through visual or acoustic 
techniques, in which case a notion of events per unit time is 
often required. Cavitation inception occurs when the meas
urement detects events above a predefined threshold. The lim
ited cavitation at this threshold is usually more developed than 
the scientific event of inception, but less developed than full 

cavitation (Billet and HoU, 1979). The threshold is sufficiently 
low that the cavitation is certain, but does not necessarily affect 
the performance of the device under investigation. 

There are practical complications in determining the actual 
cavitation event, and the precise notion of cavitation inception 
as a practically observed phenomenon in contrast to a math
ematical consequence of an equation is a subject for discussion. 
Peterson (1972) found that visual determination of cavitation 
inception correlated with acoustic determination in a towing 
tank with a small nuclei concentration, but that visual deter
mination indicated premature inception in comparison to the 
acoustic determination in a water tunnel with a large nuclei 
concentration. The discrepancy can be explained by contrasting 
the dynamic gaseous growth of bubbles, in which the growth 
and collapse occur slowly yet are observed visually, and the 
vaporous growth due to bubble instability, in which the col
lapse is acoustically violent. According to the definition of 
cavitation inception given above, only the unstable growth is 
cavitation inception. However, much of the laboratory re
search on cavitation inception appears to actually be directed 
towards gaseous travelling bubble dynamics (Ling et al., 1982). 
Therefore this paper includes gaseous cavitation as an ancillary 
cavitation inception, where the "event" is usually defined by 
bubble growth to a threshold size. As evidenced by the above 
investigation (Peterson, 1972) and by others (Dreyer, 1987), 
there is a need to develop consistent and adequate definition 
of the cavitation inception event to be used in experiments. 

Initial conditions and real fluid effects lead to a complex 
description of cavitation inception. In an attempt to under
stand the underlying features of this complex phenomenon, 
the process has been greatly simplified in a mathematical model 
which illustrates the basic processes involved for a passive 
spherical bubble in a known pressure field. The various equa
tions (Rayleigh-Plesset; Johnson-Hsieh; Hsieh-Plesset; see 
Arndt, 1981a) are useful within their assumptions, but the 
actual process is complicated by random pressure fluctuations 
and by bubble deformation and bubble/flow structure inter
actions. These complications have been known for a long time; 
they have not been adequately incorporated into understanding 
and prediction of cavitation inception. 

IV Forms of Limited Cavitation Inception 
The type of cavitation known as hydrodynamic cavitation 

can take many physical forms, or geometric shapes, at incep
tion. Experimental observation has shown that there may be 
several distinct forms of smooth body cavitation for the same 
geometrical body under nominally identical conditions (Johns-
son, 1969). Although it is now known that subtle differences 
in those conditions as well as in facility characteristics and 
measurement techniques are responsible for the resulting forms 
of cavitation, there is also an implication that the inception 
process may interact with the final form of the cavitation (Holl 
and Carroll, 1979; Xu et al., 1986). 

An experimental definition for the form of cavitation in
ception requires practical applicability. As discussed above, 
the actual microscopic inception process is difficult to observe. 
On the other hand, extensive cavitation itself may alter the 
flow sufficiently that the inception features are no longer re
vealed. Therefore, limited cavitation, the intermediate state of 
cavitation marking the initial stage of permanently appearing 
cavitation, is used to classify inception types in experiments. 
From an engineering perspective, there is general agreement 
on the forms of cavitation inception and on the association of 
inception with the underlying viscous flow characteristics and 
the nuclei environment (Arakeri and Acosta, 1979; Holl and 
Carroll, 1979; Acosta and Parkin, 1980). 

Holl and Carroll (1979) conducted an experiment to sort the 
forms of cavitation according to viscous flow condition on the 
body and the water tunnel velocity and air content. By meas-
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uring ambient conditions and conducting the experiments in 
one facility they were able to remove some of the uncertainty 
as to why different results are obtained for the same body in 
different facilities. They examined three axisymmetric bodies, 
or headforms, with known viscous flow characteristics: a hem
ispherical nose with laminar separation at all velocities, the 
Schiebe body with nonseparated flow at all velocities, and the 
DTNSRDC body with separation at low velocities and non-
separation at high velocities. The experiment both confirmed 
and organized the diverse results from preceding experiments: 
limited cavitation on smooth bodies appears in two broad 
classes, which were named transient and attached depending, 
respectively, on whether or not the cavity is convected by the 
flow. 

The transient cavitation appeared in three forms: travelling 
bubble, travelling patch, and bubble ring. Travelling bubble 
and bubble ring were distinguished, in part, by the shapes of 
the bubbles. The travelling bubble cavities were nearly spherical 
whereas the bubble ring cavities were irregularly shaped. The 
concentration of bubbles in the bubble ring was dense, and 
the bubbles only appeared in the short width of the ring. 
Travelling bubble and travelling patch cavitation appeared to 
be manifestations of the same form of cavitation. Spherical 
travelling bubbles were observed to develop twin tails which 
elongated and separated from the spherical front part of the 
bubble as it was dragged along the body. The resulting cavi
tation had the appearance of the macroscopically observed 
travelling patch cavitation. The indication is that inception is 
in the form of the travelling bubble and the limited cavitation 
is in the form of the travelling patch. The conclusion then is 
that all three forms of transient cavitation (travelling bubble, 
travelling patch, and bubble ring) are related through their 
origin as discrete microbubbles. The final form of the limited 
cavitation depends on the evolution of those microbubbles. 

The attached cavitation also appeared in three forms: bubble 
band, fixed patch, and developed. There are associations be
tween the transient and attached forms of limited cavitation. 
The association between the travelling patch and fixed patch 
is obvious. There is also an association between bubble ring 
cavitation and bubble band cavitation, both of which only 
occur in the presence of laminar separation. The distinguishing 
features between the two forms is that discrete bubble cavities 
appear and disappear in a limited area for ring cavitation 
whereas band cavitation is characterized by a transparent sur
face at the leading edge of the laminar separation. The form 
of cavitation depends on the ambient pressure, with a small 
decrease transforming the form from bubble ring cavitation 
to bubble band cavitation. 

Figure 1 shows the cavitation inception number for each 
form of cavitation as a function of flow speed for all three 
headforms, and demonstrates an association between the phys
ical form of the cavitation and the cavitation inception number. 
The cavitation numbers for travelling bubble and travelling 
patch cavitation decrease with flow speed whereas the cavi
tation numbers for the other forms increase with flow speed. 
(The speed effects are often equated to Reynolds number ef
fects, but it will be discussed later that changes in speed are 
associated with changes in other parameters as well as the 
Reynolds number in actual facilities.) 

Figure 2 schematically associates the various forms of limited 
cavitation suggested by Holl and Carroll (1979). In this figure 
the underlined forms are transient and the italicized forms are 
attached. Holl and Carroll provide working definitions for 
transient and attached cavitation: 

"Transient cavitation is characterized by cavities 
which grow and collapse very rapidly when nuclei are 
subjected to pressure fluctuations due to turbulence 
and/or when traversing the low pressure region of a 
body. Because of its short life, transient cavitation 
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is very difficult to observe under normal lighting con
ditions. The cavities generally appear as blurred 
streaks giving no indication of actual shape. On the 
other hand, attached cavitation usually occurs as a 
quasi-steady cavity which appears fixed to the body 
and is readily observable under normal lighting con
ditions." 
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The inference of Fig. 2 is that cavitation inception is a process 
by which individual microbubbles progress to the various forms 
of limited cavitation as the instantaneous cavitation number 
is decreased. 

The classification schemes discussed above are directed at 
descriptions of limited cavitation, which is a post-inception 
feature of the flow. Kuiper (1985) distinguished between micro-
cavitation and /nacro-cavitation in an attempt to isolate the 
actual inception event. The concept introduced by Kuiper does 
not modify the forms of cavitation described above as much 
as it describes the connection between the primitive initiation 
of cavitation (micro-scale event) and the visible evidence of 
inception (macro-scale feature). Apparently the macro-scale 
feature as described by Kuiper is equivalent to the limited 
cavitation concept described above. One significance of the 
perception introduced by Kuiper is an explanation of the tran
sition from travelling bubble cavitation to sheet cavitation. He 
describes a process in which the bubble density increases to 
produce a "cloud" which then merges on the microscale level 
to produce an attached volume of cavitation visible on the 
macroscale level. 

The classifications described above apply to inception on 
smooth axisymmetric bodies. In practice one is interested in 
inception for such devices as propellers, in which case more 
than one form of cavitation may appear simultaneously be
cause of the different flow characteristics on the pressure and 
suction sides of the blades and over the tip. An absence of 
laminar separation on propellers reduces the number of forms 
the cavitation can exhibit. Billet and Holl (1979) and Ball (1984) 
observed only two cavitation forms on the blade faces for 
model propellers: travelling bubble and sheet. The three-di
mensional flow produced an additional form of cavitation 
named tip vortex, which is related to the travelling bubble form 
of cavitation. The low pressures within a vortex core lead to 
cavitation of the core. Because the developed cavitation is 
evident in a "line" extending relatively far downstream, tip 
vortex cavitation is characterized by long time duration for 
the low pressures. Thus the slow process of gaseous diffusion 
can significantly contribute to the growth of the cavity. 

The literature is predominantly concerned with classifying 
the various forms of cavitation inception for smooth bodies, 
and investigations of the underlying flow characteristics for 
filament cavitation in shear and other vortical flows has not 
been as extensive. Kuiper (1985) hypothesized a very basic 
micro-scale form of cavitation, described above. He based his 
description on observations of the cavitation inception pro
duced by roughness elements in the leading edge regions of 
propellers. His description is consistent with observations of 
inception in flow separations (Katz, 1984). Clearly there is 
much to be learned about the form of cavitation inception in 
its first stage, before it is manifested as limited cavitation. This 
topic is further discussed below in the context of bubble dy
namics. 

V Real Fluid Bubble Dynamics 
Cavitation inception is the result of a complex interplay of 

physical phenomena only indirectly and incompletely repre
sented by the cavitation inception number, Cp=(p0-
pv)/\/2pU2, which specifies the pressure (relative to the vapor 
pressure), velocity, and density conditions for the onset of 
cavitation in potential flow. Although travelling bubble cav
itation is the most amenable form for calculation because of 
the assumption of discrete and noninteracting nuclei, there are 
many unexplained phenomena not captured in the calculations. 
Viscous effects in regions of high shear in the flow lead to 
mean pressures downstream not predicted accurately by po
tential flow theory, and produce local pressure minima within 
the flow not predicted at all by potential theory. Furthermore, 
the growth of a microbubble nucleus can affect the local flow 

so that there is an interaction between the bubble growth and 
the flow conditions producing that growth. A comprehensive 
analytic or numerical predictive method is prohibited by the 
complexity of the solution to the complete Navier-Stokes equa
tions for two-phase flow. Hence the investigations of real fluid 
effects have been limited to experiments. 

Although it is clear from the literature that viscous effects 
are important for cavitation inception, it is difficult to separate 
the effects of viscosity, equated to changes in the Reynolds 
number, from the effects of nuclei availability. Most studies 
of cavitation inception scale effects were made with variations 
in velocity to obtain viscous effects. However, the critical bub
ble radius is a function of velocity and pressure, and hence 
the likelihood of cavitation even without a change in the un
derlying viscous flow may be changed as the critical radius of 
the ambient bubble size spectrum changes with the velocity. 

Cavitation inception has been studied for several classes of 
flows to develop an understanding of the fundamental phe
nomena. Those flows are, in order of increasing physical com
plexity, around axisymmetric bodies (external and internal 
flows), two-dimensional non-lifting cylinders, two-dimen
sional hydrofoils, three-dimensional hydrofoils, and rotating 
propellers. Axisymmetric bodies, or headforms, have been sub
jected to numerous investigations to uncover fundamental vis
cous flow effects. On the other hand, experiments with 
propellers have been designed primarily to develop techniques 
to force a relationship between model and full scale inception 
numbers, and have not been used to examine closely the phys
ical mechanisms underlying the inception process. The im
portant advances that have been made for each of the classes 
of flow in the past decade are discussed in the following. 

Axisymmetric Bodies. Huang (1979) conducted a compre
hensive investigation of six axisymmetric headforms exhibiting 
either natural transition without separation or transition down
stream from laminar separation. He observed the effects of 
Reynolds number (actually velocity) on the cavitation inception 
number for both travelling bubble and attached band cavi
tation. Travelling bubble cavitation on the naturally transi
tioning bodies, with no laminar separation, originated 
immediately downstream from the location of minimum pres
sure. Explosive growth was observed further downstream in 
the region of transition, where very large pressure fluctuations 
were measured on the body, and the collapse of the cavities 
occurred at the downstream end of the transition region. In
ception for the bodies with laminar separation fell into two 
groups: attached band cavitation originating in the laminar 
separation region was produced by bodies with a large critical 
Reynolds number, while both travelling bubble cavitation and 
attached band cavitation with the latter originating at or up
stream from the separation region were produced on bodies 
with a small critical Reynolds number. This investigation con
firmed and extended the findings of Arakeri and Acosta (1973). 

The location of minimum pressure is not always on the body 
for a viscous flow. Separations with accompanying shear lay
ers produce local minima in the flow away from the body, and 
particularly in microscale vortices associated with turbulence. 
For example, Arakeri et al. (1978) observed bubble cavitation 
in the shear flow away from the surface of an axisymmetric 
body characterized by a long separation region on the body. 
At higher Reynolds numbers the shorter separation region was 
associated with bubble ring cavitation. The travelling bubble 
cavitation in the shear layer and the bubble ring cavitation 
were possibly the same in origin with the distinction produced 
by the geometry of the recirculation region. 

It is concluded from the above experiments in the absence 
of information about the nuclei spectra, that viscous effects 
are factors in the determination of both the form of cavitation 
and the inception conditions. Features of the viscous flow that 
determine cavitation inception are the presence of laminar 
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separation, and the geometry of the separation region. Other 
features such as the surface roughness and bubble/flow-struc
ture interaction contribute to real fluid effects.These features 
are discussed in the following. 

The Laminar Separation Region. The established impor
tance of viscous effects in determining cavitation inception led 
to investigations attempting to isolate the physics associated 
with the laminar separation region. This was done by producing 
recirculating flows exaggerating the separation characteristics. 
Specifically, separated axisymmetric flow regions were gen
erated by backward facing steps, and measurements were made 
of the form of inception and the flow conditions at low 
(<5xl05) values for the Reynolds number. Arakeri (1979) 
investigated a headform (external flow); Ito and Oba (1984) 
subsequently investigated a venturi (internal flow). There were 
significant differences in perspective for the headform and 
venturi backward facing step experiments. Arakeri investigated 
the macroscale phenomena associated with laminar separation, 
whereas Ito and Oba incorporated new awareness of the effect 
of nuclei size to concentrate on the details of the effect of the 
shear on the cavitation formation. The headform and the ven
turi tests show that larger separations with smaller recirculation 
region heights are associated with smaller cavitation numbers. 
This result is consistent with observations of bubble ring in
ception associated with natural separation on hemispherical 
bodies (Holl and Carroll, 1979; Keller, 1979), and provides 
verification that the inception mechanisms are identical. 

The headform and venturi backward facing step experiments 
produced similar forms for the cavitation inception. The ob
served inception for the headform was in the form of bubbles, 
with the origin of the inception in the shear layer whether it 
was close to the body (bubble ring cavitation) or far from the 
body (travelling bubble cavitation). The venturi produced three 
forms of cavitation inception described by the authors as trav
elling bubble, bubble "bead", and "streamer bubbles". The 
latter two are probably related to the bubble ring cavitation 
described for the headform. 

The bubble beads appeared near the reattachment point, 
and the streamer bubbles occurred near the separation point. 
From the description of the bubble bead concentrations, it 
appears that first bubble ring then bubble band cavitation 
occurred as the cavitation number was reduced. The streamer 
bubble characteristics were more complex. Streamer bubble 
cavitation inception appeared in two guises: type "a," a large 
nucleus within the separation region with its downstream end 
distorted in the streamwise direction and eventually broken 
into microscopic bubbles, and type "b , " characterized by a 
cloud of micron-sized bubbles in the region of separation reat
tachment. Somewhat confusing is the fact the the type " b " 
inception seems to be associated at times with a high bubble 
density bead cavitation and at other times with the break up 
of the type "a" cavitation. However, it is perfectly clear that 
the bubbles do in fact break up into clouds. The existence of 
type "a" streamer bubble cavitation was hypothetically ex
plained by rectified diffusion causing bubble growth to the 
critical radius. 

Roughness. Laboratory scale models characteristically 
feature laminar flow separation whereas the corresponding full 
scale prototype is operated at supercritical Reynolds numbers. 
The addition of surface roughness is a common method em
ployed to stimulate transition, and has been successfully used 
to model cavitation inception. The reason for that success is 
not fully understood because the roughness is believed to be 
a source of nuclei as well as stimulation for flow instabilities. 

At least two early experiments have demonstrated the po
tential importance of roughness in determining the form of 
cavitation inception and the cavitation inception number, Holl 
and Carroll (1979) observed an increase in fixed patch cavi

tation inception number with roughness Reynolds number for 
axisymmetric headforms at high speeds. Billet and Holl (1979) 
experimentally observed that sheet cavitation originating near 
the leading edge of model hydrofoils may be dependent on 
local roughness characteristics. They based their conclusion 
on several factors: the increase in cavitation inception number 
with decreasing model chord length, the origination of cavi
tation near the leading edge where the boundary layer is thin, 
and the long streams of cavitation originating from what ap
peared to be point sources on the surface. 

Later, Huang (1984) comprehensively investigated the ef
fects of various turbulence stimulators on three headforms. 
The objective of the investigation was to determine if turbu
lence stimulators could effectively cause reproduction of full 
scale transition and produce a cavitation number equal to the 
negative of the minimum pressure coefficient. Huang suc
cessfully demonstrated the potential usefulness of roughness 
in simulating full scale cavitation inception numbers, and in 
comparisons with previous results from smooth headforms he 
showed consistency between the effect of roughness on axi
symmetric headforms and the results reported by Kuiper (1979) 
for propellers. 

Bubble/Flow Structure Interactions. Another real fluid ef
fect is that the inception event itself may modify the flow. For 
example, Holl and Carroll (1979) observed that bubble band 
cavitation for a hemispherical headform was sensitive to the 
presence of travelling bubble cavitation. If a sufficient number 
of travelling bubbles were present, band cavitation did not 
occur even for lower cavitation numbers. The implication is 
that travelling bubble cavitation caused premature transition 
since it was observed that band cavitation did not occur for 
bodies without laminar separation. A similar characteristic was 
observed by Xu et al. (1986): the appearance of travelling 
bubble cavitation on the M-6 body caused the disappearance 
of the band cavitation. 

Holl et al. (1987) observed apparent bubble interaction ef
fects alleged to have caused changes in the pressure on the 
body such that bubble growth was limited. These apparent 
effects occurred when the flow was seeded with nuclei to pro
duce an order of magnitude increase in the microbubble con
centration. It is not known if the modified pressure in turn 
altered the underlying flow structure. However, numerical cal
culations by D'Agostino et al. (1988) indicate that a high den
sity of nuclei would be expected to delay the occurrence of the 
minimum pressure in the flow around the body. Hence laminar 
separation may be delayed by the modified pressure. 

Chahine (1989) calculated the interaction between a growing 
bubble and a tip vortex flow, and found that the initially 
spherical growth soon developed into an elongation followed 
by a tearing of the bubble. These calculations assumed that 
the bubble dynamics could be described by potential flow, 
whereas the basic flow was described by the Navier-Stokes 
equation. Analysis of the numerical predictions is continuing 
to explore the effect of the bubble growth on the vorticity 
distribution in the vortex. 

Two-Dimensional Non-Lifting Cylinder. Ihara and Murai 
(1984) extended the body of empirical data for simple flows 
to include the two dimensional cylinder. The flow around a 

, cylinder is more complicated than that for axisymmetric bodies 
because of the adverse pressure gradient on the back side. 
Nevertheless, the forms of cavitation inception were similar to 
those observed on axisymmetric bodies. 

Microscale Vortex Cavitation. The results described above 
show that real fluid effects for cavitation inception in shear 
layers are not captured in a simple model of spherical bubbles 
passively convected by the mean flow. One deficiency in the 
model is that the actual nuclei grow nonspherically and in fact 
are often torn apart. These observations led to experiments 
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tempting to uncover the microscale mechanisms associated 
with the fine scale inception. 

Arndt (1981a) reviewed results which showed that nuclei 
became unstable in the boundary layer while the pressures on 
the wall were higher than the critical pressure. The nuclei were 
trapped in vortices in the middle of the boundary layer. During 
the past decade there has been a significant effort to isolate 
the role of such microscale cavitation in the inception process. 
Keller (1979) photographically recorded cavitation inception 
on several axisymmetric headforms with flow separation for 
a range of Reynolds numbers for two levels of ambient tur
bulence. Cavitation inception was observed to always appear 
at the centers of vortices within the boundary layer. This vortex 
description of the cavitation inception process contrasts with 
the bubble description put forth by Holl and Carroll (1979) 
for headforms. Holl and Carroll describe travelling bubble 
cavitation to appear as nearly spherical cavities, and they de
scribe bubble ring cavitation to consist of irregularly shaped 
bubbles that are visible briefly in the narrow region of reat
tachment. It is of interest to note these two contrasting de
scriptions (vortex vs. bubble) were developed from similar but 
separate experiments using hemispherical bodies of compa
rable diameters (3 and 5 cm) which were examined over over
lapping speed ranges. Clearly there is significant information 
to be learned about the inception process. Ling et al. (1982) 
conducted a systematic investigation of the form of microscale 
vortex cavitation on a blunt axisymmetric headform by grad
ually reducing the ambient pressure to reveal the various com
plexities of the cavitation relative to the underlying flow 
structure. The initial inception was "in the form of thin cavity 
lines that appeared like hairs originating near the wall... the 
cavity lines streamed away from the wall at an angle of ap
proximately 45 degrees." Although the severely separated flow 
produced by the blunt headform is not representative of flows 
around properly designed machinery, the experiment illus
trated the physical processes probably involved in many forms 
of cavitation inception. 

The difficulty is in isolating those processes for investigation 
when they are subtle yet critical for ordinary flows. During 
the 1980's extensive investigations were carried out at by Katz 
(1984) and O'Hern (1987) to identify the role of microscale 
vortices associated with separation in the cavitation inception 
process. Katz focused his investigation on the microscale cav
itation processes in flows characterized by laminar separation 
with free shear layer transition and subsequent flow reattach
ment. O'Hern conducted a large scale investigation into the 
role of transverse and streamwise vorticity in cavitation in
ception in shear layers. These two studies are scientifically 
connected through a vaguely postulated cavitation inception 
mechanism associated with microbubbles and vortex/flow-
structure interactions. The investigation by O'Hern had an 
objective similar to that of the investigation by Ling et al. 
(1982) discussed above: to exaggerate the flow separation to 
more visibly expose the fundamental cavitation inception 
process. 

Using holography and Schlieren photography, Katz found 
that the origin of cavitation was in the turbulent part of the 
separated flow very near or in the reattachment region and 
that there may have been a subsequent migration of bubbles 
into the separation zone, momentarily filling the zone with a 
cloud, or into the freestream. The transition from microscopic 
bubble inception to band cavitation was found to occur rapidly, 
spreading immediately around the body. Measurements of the 
instantaneous pressure in the reattachment zone were consist
ent with observations of cavitation inception very near the 
zone, and indicated that the flow was in tension. 

Katz' results apparently stimulated O'Hern (1987) to further 
experimentally isolate the physics of cavitation inception in 
the coherent flow structures of the sheared mixing layer. O'Hern 
used a sharp-edged plate normal to the flow in a water tunnel 

to produce a massive separated flow region bounded by a 
strongly sheared mixing layer. The large size of the experiment 
permitted examination of the details of the inception process. 
The flow downstream from the plate was characterized by two 
distinct types of vortices: the primary span wise vortices and 
the secondary streamwise vortices "connecting" the span wise 
vortices. Whereas the primary vortices were the larger fea
tures in the underlying flow, cavitation inception occurred in 
the smaller and more intense streamwise vortices. 

The interaction of the microbubble nuclei and the underlying 
viscous flow may be quite complex if the underlying flow is 
dynamic. Pauley (1988) has computationally shown that 
"steady" two-dimensional laminar separation experiments may 
actually be unsteady. Her research identifies periodic shedding 
from the separation detachment location such that if a bubble 
were present the flow periodicity and the bubble oscillation 
could couple in motion. Kuiper (1985) has commented on the 
possibility of unsteady circulation within the cavity, causing 
pressure gradients leading to cavitation inception. 

Two-Dimensional Hydrofoils. The above discussion was 
concerned with nonlifting bodies. Many cavitation problems 
are associated with lifting surfaces on rotating machinery such 
as propellers. The literature in the area of propeller cavitation 
is very extensive, and there will be no attempt here to review 
this specialized topic. However, in the past decade Van der 
Meulen (1980) and Van der Muelen and Yuan-Pei (1982) iden
tified the fundamental cavitation inception phenomena on two-
dimensional hydrofoils and related them to observations of 
cavitation inception for axisymmetric headforms. This re
search is appropriately included here. 

Van der Meulen (1980) proposed to classify forms of cav
itation according to observations with hydrofoils rather than 
with axisymmetric bodies on the grounds that cavitation is 
most often in practice associated with lifting surfaces. The 
Reynolds numbers of the model hydrofoils, based on chord 
length, were approximately the same as for the axisymmetric 
bodies, based on diameter. Therefore it was expected that 
viscous effects should be of the same order of magnitude. In 
general the examined hydrofoils exhibited four forms of cav
itation, which were named travelling bubble, sheet, band, and 
cloud cavitation. All four forms of inception were strongly 
dependent on the angle of incidence of the hydrofoil, and were 
associated with the viscous characteristics of the flow. The 
underlying viscous flow changed from laminar attached to 
turbulent detached with increasing angle of incidence. Trav
elling bubble cavitation occurred for laminar flow, sheet cav
itation for the laminar separation flow, and band cavitation 
for the turbulent separation shear layer. Cloud cavitation oc
curred when the turbulent separation shear layer completely 
detached from the hydrofoil without subsequent reattachment. 
The cavitation inception number and the slope of the inception 
number as a function of Reynolds number generally increased 
as the form of cavitation changed from travelling bubble to 
cloud. On the one hand, travelling bubble cavitation had the 
lowest inception number and was independent of Reynolds 
number, and on the other hand, cloud cavitation at large in
cidence angles (where the cavitating structures appeared thread
like) exhibited an inception number increasing without bound 
as a function of the Reynolds number. The fact that bubble 
cavitation inception was independent of speed contrasts with 
the results, discussed above, for axisymmetric bodies in which 
case it decreased with increasing speed. The appearance and 
speed dependency of cloud cavitation is consistent with ob
servations for axisymmetric bodies with very blunt noses or 
with backward facing steps. 

The cloud cavitation was associated with transition to tur
bulence in the shear layer away from the hydrofoil. Vortices 
appeared as a consequence of the transition, and their cores 
served as low pressure sites for cavitation inception. The phys-
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Fig.3 Photograph of distorted bubble with twin tails (Van der Meulen,
1980)

ical form of the inception is described as sometimes having a
thread-like appearance. These observations are similar to those
obtained with axisymmetric bodies (Keller, 1979; Ling et al.
1982). For both two-dimensional hydrofoils and axisymmetric
bodies, the mechanism of inception of reattaching flow seems
to include greatly distorted bubbles, whereas the apparently
more intense vorticity associated with nonreattaching flow leads
to vortical cavities.

Van der Meulen sometimes observed bubble distortion for
travelling bubble cavitation in which bubbles exhibited twin
tails streaming from the bubbles (see Fig. 3). This type of
distortion was also observed by Holl and Carroll (1979) for
axisymmetric bodies and by Ito and Oba (1984) for a backward
facing step on an axisymmetric body. The distortion of the
bubble is visually consistent with the presence of horseshoe,
or necklace, vortices in the flow, with the bubble in the loop
and the tails entrained in the vortex legs. Distortion may also
be caused as the bubble is dragged through the boundary layer
by the higher velocity outer flow, producing trailing vortices
entraining the bubble as the boundary layer vorticity is rolled
up and turned in the streamwise direction.

Van der Meulen also observed streak and transient spot
cavitation on the two-dimensional hydrofoils at high speeds
and low angles of incidence. He attributed these to roughness
elements and to flow anomalies, or structures, such as bursts.
These observations are consistent with findings for axisym
metric bodies described earlier in this paper.

Later, Van der Meulen and Yuan-Pei (1982) investigated the
use of roughness to reduce scale effects for cavitation inception
on model hydrofoils. They found that distributed roughness
stimulated early transition to turbulence but had no effect on
the cavitation inception number or the form of cavitation un
less the roughness elements themselves produced nuclei through
microscale cavitation. Van der Meulen raised the possibility
that transition to turbulence may not be sufficient to modify
cavitation inception, and that it is necessary that small nuclei
exist inside the boundary layer. He observed that cavitation
on the roughness elements would produce the required nuclei.

Kuiper (1979) had already uncovered what appeared to be
the role of roughness in producing nuclei. This striking finding
at once provided the clue for valid model testing techniques
of prototypes and at the same time greatly compounded the
physical complexity of the cavitation inception process since
a new length scale corresponding to the roughness was intro
duced. Huang and Shen (1986) review the literature on rough
ness to stimulate turbulence and conclude that a critical
roughness Reynolds number is required to minimize the dif
ference between the cavitation inception number and the neg
ative of the computed minimum pressure coefficient.

Van der Meulen and Yuan-Pei (1982) also found in their
experiment that vortices shed from a wire upstream from the
hydrofoil penetrated the boundary layer and promoted pre-
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mature cavitation. The significance of this finding is in the
mechanism of microscale cavitation inception. Keller (1979)
found that free stream turbulence (vortices) produced earlier
cavitation inception on axisymmetric headforms; however, he
attributed the mechanism to a change in the underlying viscous
flow characteristics rather than to cavitation inception in the
turbulence element itself.

Three-Dimensional Hydrofoils. The underlying viscous
flow on a three~dimensional hydrofoil is more complex than
that on a two-dimensional hydrofoil. The most obvious dis
tinguishing feature is the presence of the tip vortex, formed
at one end of the hydrofoil by the spanwise roll-up of the
boundary layer. The spanwise flow in addition produces nu
merous complex laminar and turbulent separation character
istics not present on the two-dimensional hydrofoil. Some of
those characteristics are most evident at the attached end of
the hydrofoil.

Billet and Holl (1979) investigated cavitation inception on
three families of finite span hydrofoils. Within each family
there were four geometrically similar hydrofoils of different
chord lengths, and separate effects of speed and size were
investigated in varying the Reynolds number. Speed and size
determine not only the viscous characteristics of the flow, but
also may affect the bubble dynamics in different ways as dis
cussed above. S()me trends were observed, but they were not
common to all three families, and there is a need to obtain
additional data. The separate effects of size and speed in the
Reynolds number, and the indirect effects on critical radius
and bubble growth duration, remain an issue.

Rotating Propellers. The flow around a propeller blade is
complex not only because of the three-dimensional effects pro
duced by the finite span described above, but also because of
the induced centripetal forces. General analytical or numerical
techniques have not been developed and hence predictions of
full scale cavitation are necessarily extrapolated from model
propeller tests. Because model propellers are tested at low
Reynolds numbers, viscous effects are dominant and the fea
tures described above for the flow around simple axisymmetric
bodies and two-dimensional hydrofoils appear in complex
three-dimensional forms.

Kuiper (1979) studied bubble and sheet cavitation inception
on two specially designed model propellers. He conducted his
experiment in the NSMB depressurized towing tank where
microbubble nuclei were essentially nonexistent. Using rough
ness particles attached to the leading edge of the blades to trip
the boundary layer, and an electrolysis system for microbubble
nuclei generation he was able to examine both viscous and
nuclei effects on cavitation inception. Kuiper found that the
quiescent tank water contained insufficient nuclei to cause
either bubble or sheet cavitation. By injecting nuclei, sheet
cavitation inception was produced on the propeller blades pro
viding the flow was separated and the bubbles not so large as
to be deflected by pressure gradient screening effects. The
application of roughness produced sheet cavitation for a local
pressure close to the vapor pressure, implying an early tran
sition with large pressure fluctuations and hence insignificant
scale effects. Roughness also produced bubble cavitation by
the self-generation of susceptible nuclei. The appearance of
these two forms of cavitation inception is consistent with ob
servations for axisymmetric bodies. A principal difference is
found in the relationship of the cavitation inception number
to the model forward speed. For axisymmetric bodies the at
tached cavitation inception number increased with speed,
whereas for the propeller it decreased. As discussed above,
there are other than viscous effects when speed alone is used
to change the Reynolds number. One of those is a change in
the finite time duration of the bubble in the propeller blade
pressure gradient. This effect may have been a factor in the
propeller experiments.
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Weitendorf (1979) compared cavitation results for a full scale 
propeller and a model of that propeller. He found that the 
full scale propeller was more susceptible to cavitation, and 
explained the difference by considering the higher negative 
pressures and longer time duration of the nuclei in the low 
pressure region for the full scale propeller. The higher negative 
pressures lower the critical bubble radius, and the longer time 
duration permit greater likelihood of growth to instability. This 
explanation implicitly assumes the same nuclei size spectrum 
for full scale and model tests; usually the model scale envi
ronment consists of a less abundant spectrum than that ob
served full scale. 

Tip Vortices. Tip vortex cavitation is a feature of lifting 
surfaces related to the circulation associated with the lift force 
distribution. Hub vortex cavitation and blade-shroud gap vor
tex cavitation are also to be included in this form of cavitation. 
Tip vortex cavitation is little understood notwithstanding the 
enormous effort that has been expended to understood it. The 
underlying flow is complex, exhibiting viscous three-dimen
sional separations and undoubtedly significant unsteadiness. 
Platzer and Souders (1979) conducted a literature survey in 
which they found that most research efforts were directed at 
the wake of the vortex from an aeronautical perspective that 
excluded cavitation. Later, Souders and Platzer (1981) con
ducted experiments in which roughness on the body was found 
to be effective in suppressing tip vortex cavitation. 

A comprehensive series of experiments was conducted at the 
St. Anthony Falls Hydraulic Laboratory to measure the tip 
vortex velocity field and cavitation characteristics for an elliptic 
planform wing. The results (Arndt et al., 1985; Arndt et al., 
1986) showed effects of angle of incidence on the vortex core 
growth and demonstrated vortex size reduction with increasing 
Reynolds number. Bubble growth in the boundary layer roll-
up process, and in some cases the dependence of the cavitation 
number on angle of incidence and Reynolds number were ex
plained by any one of several ad hoc empirical models. 

Billet and Holl (1979) have observed a steady increase in the 
tip vortex cavitation inception number with increasing Reyn
olds number for both rectangular and elliptic planform hy
drofoils. In a more comprehensive investigation, Arakeri et 
al. (1986) conducted extensive tip cavitation inception exper
iments with an elliptic planform wing, found three Reynolds 
number regimes for the dependence, and postulated that the 
regimes were distinguished by the sources for critical nuclei. 
At low Reynolds number the cavitation inception number de
creased with increasing Reynolds number, and at high Reyn
olds number the cavitation inception number increased with 
Reynolds number. These opposing trends were identified with 
the source of available nuclei, attributed to gas coming out of 
solution for low Reynolds numbers (and low cavitation incep
tion numbers) and to micron-sized free stream nuclei at high 
Reynolds numbers (and high cavitation numbers). These ob
servations are consistent with those of Billet and Holl (1979) 
where there was overlap in the Reynolds numbers. 

Galdo and Katz (1988) used flow visualization and surface 
pressure measurements to identify the detailed formation of 
the tip vortex for a blunt tip hydrofoil. Multiple vortex struc
tures were observed in the region of the blunt tip. The effect 
of surface roughness had a small effect on the vortex size and 
location, yet produced substantial reduction in the vortex 
strength. 

Observations of multiple vortices have also been made with 
elliptic planform hydrofoils. Higuchi et al. (1989) report a 
measured asymmetry in the tip vortex velocities that is ex
plained by the presence of a secondary vortex presumed to be 
produced by the laminar separation region near the tip. In the 
same experiment the observation was made that the axial ve
locity of the vortex core was less than free stream for low 

Reynolds numbers and greater than free stream for large Reyn
olds numbers. The reasons for this difference were not deter
mined because of the limited measurements made. These recent 
results demonstrate the complexity of the underlying flow in 
which the cavitation inception process occurs. 

Very recent three-dimensional holographic measurements of 
the vortex core velocity field by Green and Acosta (1989) show 
that the vortex core is unsteady. This finding complicates un
derstanding of the inception process and its control. The time-
dependent features will have to be determined from the per
spective of low frequency quasi-deterministic unsteadiness with 
a superimposed random turbulence unsteadiness. 

VI Nuclei and Inception 
Although nuclei are thought to consist of microbubbles, 

solid particles, and organisms, it is believed that microbubbles 
are by far the dominant source of nuclei in natural waters such 
as rivers and oceans (Billet, 1985). Furthermore, efforts to 
increase nuclei in the laboratory are directed at techniques that 
increase the microbubble content of the fluid. Therefore this 
review is concerned principally with microbubbles as nuclei. 
It will be shown that nuclei spectra are a determinant of the 
form as well as the conditions of cavitation inception. 

The nuclei spectrum is the distribution, according to size, 
of the concentration of nuclei, where the concentration is ex
pressed in number per unit volume. One parameter that governs 
the spectrum is the air content of the water, which technically 
consists of the sum of the dissolved air content and the un
dissolved, or free, air content. Clearly the free air content is 
related to the total volume of the nuclei, and the dissolved air 
can come out of solution to form free air if the ambient pressure 
is lowered. Instruments that measure total air content, such 
as the van Slyke manometer, are ineffective in determining the 
amount of free air. Statements concerning the total air content 
in experiments generally lack information critical for deter
mining the free air or, more importantly, the nuclei content. 

Although much of the research into the sources for the 
inconsistent cavitation results obtained worldwide for the ITTC 
body (Johnson, 1969) concentrated on viscous flow effects, 
there was evidence that nuclei characteristics were also a sig
nificant source for the discrepancies. The decade of the 80's 
was a period of concentrated effort to characterize the im
portance of nuclei characteristics, and specifically the bubble 
size spectrum, to the cavitation inception process. Neverthe
less, understanding of the relationship between the nuclei size 
spectrum and the dynamics of cavitation inception remains 
rudimentary. 

The potential importance of nuclei characteristics is found 
in bubble dynamics theory. For a spherical microbubble there 
is a strongly nonlinear relationship between the original bubble 
size in the ambient fluid and its ultimate growth as it passes 
through a pressure field. Examination of the bubble dynamics 
equation shows that there may be other nuclei characteristics 
in addition to size affecting inception, such as nonspherical 
geometry, surfactant, and gas and vapor transport, as well as 
the internal flow inside the bubble. 

A graphic example of the effect of nuclei is found in the 
results of studies conducted in two water tunnels at the Cal
ifornia Institute of Technology (Katz, 1978). In those studies, 
the Low Turbulence Water Tunnel (LTWT) was characterized 
by an ample supply of nuclei, whereas the High Speed Water 
Tunnel (HSWT) used a deaerator and a resorber resulting in 
very few nuclei. Characteristically, cavitation numbers in the 
HSWT were lower than those in the LTWT, indicating that a 
certain concentration or quality of nuclei was required to ob
tain cavitation inception. Furthermore, the form of cavitation 
differed between two tunnels. Travelling bubble cavitation was 
observed in the LTWT whereas attached cavitation was ob
served in the HSWT. This difference in both the cavitation 
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inception number and the form of cavitation has been attrib
uted to the relatively small number of free stream bubbles in 
the HSWT. This result is consistent with other observations 
that many nuclei are required for transient cavitation but only 
a few are required to initiate attached cavitation (Kuiper, 1985). 

Facility Characteristics. Different facilities can be char
acterized by substantially and significantly different nuclei size 
spectra. In water tunnels the spectrum can be affected by the 
use of a deaerator to remove air and a resorber to dissolve 
free air. On the other hand, the recirculating flow in a water 
tunnel containing remnants of cavitation increases the nuclei 
concentration. With quiescent towing tanks the saturated liq
uid contains relatively few nuclei (Peterson, 1972). This is 
especially true of tanks where the free surface pressure has 
been reduced below atmospheric to stimulate cavitation. 

Ling et al. (1982) used a light-scattering technique to measure 
the nuclei content in three water tunnels at David Taylor Re
search Center. The 12-inch tunnel had a by-pass deaeration 
system, the 24-inch tunnel had an on-line free surface vacuum 
deaeration system, and the 36-inch tunnel had both a deaerator 
to pull air out of the water and a resorber to drive remaining 
free air into solution. Nuclei concentration was found to in
crease with increasing air content and to decrease with in
creasing static pressure. The use of the resorber significantly 
depleted the available nuclei and had the effect of reducing 
the cavitation inception number. 

The nuclei size spectrum in a given facility is also dependent 
on the facility operation procedure. Keller (1979) experimen
tally investigated the effect of facility operation procedure in 
a recirculating water tunnel. Two measurement procedures 
were considered, both of which are reasonable techniques for 
water tunnel cavitation inception studies. In procedure A cav
itation was maintained on the model for a short period of time 
prior to conducting the cavitation inception test. In procedure 
B the tunnel was pressurized to remove bubbles and to force 
air into solution prior to conducting the cavitation inception 
test. Procedure A maximized the number of nuclei, whereas 
procedure B minimized the number of nuclei. Keller found 
that the increase in the cavitation inception number from pro
cedure B to procedure A for travelling bubble inception on 
axisymmetric bodies with flow separation was as much as a 
factor of two, depending partly on the turbulence level in the 
ambient flow. It appears that additional nuclei produced by 
facility operation procedure couple with increased turbulence 
(vortices) to increase cavitation susceptibility. 

Air Content and Nuclei Spectra. The relationship between 
air content and nuclei size spectrum is not well defined, but 
there have been rules applicable to water tunnels established 
from observations that seen to be reliable at least for a given 
facility. An enlightening investigation of the effect of free air 
content and total air content on travelling bubble cavitation 
was conducted by Peterson (1972). He found that the free gas 
content as determined by holographic measurement of bubble 
sizes increased with the total air content. Furthermore, both 
the concentration and the mean size of the microbubbles in
creased with total air content even as the liquid became su
persaturated with air. These important findings established a 
relationship that seemed to indicate that total air content, easily 
measured with a van Slyke manometer apparatus, could be a 
single parameter specifying the nuclei size spectra. However, 
many investigations since then have shown that other param
eters need also to be controlled (Katz and O'Hern, 1983; Billet, 
1984; Shen et al., 1984; Pan and Zhang, 1986). 

It is concluded from these results from various facilities that 
the spectrum is related to the air content, with an increase in 
content producing larger bubble concentrations, that the exact 
relationship between facility operation parameters and the nu
clei content appears to be unique to each facility, and that 

there is inconsistency in the reported effects of pressure on the 
nuclei spectrum. 

Nuclei Control. Implied in the wide variations in the effect 
of total air content on the nuclei spectra observed for different 
facilities and operation conditions is the possibility of con
trolling the nuclei spectrum both to measure the effects of 
changes and to produce experimental repeatability. Nuclei con
trol requires independent variability in both the size-spectrum 
concentration and distribution. Lecoffre (1987) discussed prac
tical methods to control water quality in hydrodynamic facil
ities. He stated that it is necessary to control both the dissolved 
air and the free air, and thus it is necessary to first degas the 
water and then to inject "artificial" nuclei. 

Facilities incorporating a quiescent body of water in which 
cavitation is produced by lowering the free surface pressure 
are characterized by a dearth of microbubble nuclei. In this 
case various methods are incorporated to locally produce suf
ficient nuclei to initiate cavitation. For example, Kuiper (1979, 
1985) uses roughness elements and bubble generation by elec
trolysis to produce nuclei. Facilities in which resorbers are used 
to force air into solution, e.g., the 36-in water tunnel at David 
Taylor Research Center and the High Speed Water Tunnel at 
The California Institute of Technology, are also characterized 
by very low nuclei concentrations and a spectrum with a small 
mean bubble radius. An advantage of such facilities is that 
there is an opportunity to experimentally control the nuclei 
size spectrum by injection of air. 

Nuclei Measurement and Water Quality. Measurements of 
nuclei size spectra require that individual bubbles be counted 
according to size. At least part of the problem in assessing 
nuclei content is attributed to the different methods of meas
urement. Billet (1985, 1986) recently reviewed the various de
vices and techniques used to measure nuclei. 

The need to discriminate between the nuclei size spectrum 
and the cavitation susceptibility follows from the recognition 
that the cavitation event is a dynamic result of passing the 
nuclei spectrum through a pressure field. D'Agostino (1987) 
investigated the requirements for, and the operational char
acteristics of, a venturi cavitation susceptibility meter. One 
problem in interpreting results is that the cavitation is the result 
of the prescribed flow through the venturi; that flow may not 
be an accurate representation of the flow for other situations. 
Shen and Gowing (1986) discuss the relative importance of the 
venturi characteristic time and the bubble characteristic re
sponse time. They explain the practical difference between 
static and dynamic bubble response to a venturi pressure field, 
and are led to assume cavitation inception when the gaseous 
bubble has grown to 10 times its original size. Their analysis 
concludes that the venturi excites only a portion of the nuclei 
spectrum. These results lead to a need to define a standard 
venturi cavitation susceptibility measurement. More impor
tantly, the results demonstrate a need to understand in any 
flow the selection process by which the underlying hydrody
namics excites the nuclei spectrum. 

Keller (1984) proposed a different device that produces a 
vortex in which the cavitation event takes place. The rationale 
for this device is that inception often occurs in vortical fluid 
elements and therefore it better reproduces actual cavitation 
inception dynamics. Keller argued that predictions of cavita
tion inception require exact knowledge of the tensile strength 
of the water which he refers to as water quality. He conducted 
experiments with axisymmetric bodies and compared results 
using vapor pressure and then critical pressure in calculations 
of the cavitation inception number. The critical pressure was 
determined using a calibrated vortex flow to simulate real fluid 
mechanisms in the production of cavitation inception. The 
cavitation inception numbers computed with the actual critical 
pressure exhibited much less scatter than those computed using 
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vapor pressure. This experiment underscores the necessity of 
knowing the details of the cavitation process, especially if real 
fluid effects are significant. 

Given the nuclei size spectrum and the cavitation suscepti
bility, it still cannot be determined for certain which nuclei are 
associated with the inception in the flow under, study. In fact, 
it is not easy to discern whether the particle is bubble, solid, 
or organism. Pan and Zhang (1986) found in their holographic 
measurements of the nuclei spectrum in the Cavitation Mech
anism Loop at the China Ship Scientific Research Center that 
a particulate filter reduced the concentrations in the nuclei 
spectrum by two orders of magnitude. Similarly, Billet (1985) 
reported that nuclei measurements for a lake showed very large 
concentrations of solid particles. However, employment of a 
venturi cavitation susceptibility meter determined that the ac
tive nuclei had a concentration several orders of magnitude 
smaller, and it was concluded that the solid particle nuclei did 
not appear active. O'Hern (1987) used holography to measure 
the population of nuclei in the ocean and obtained similar 
results: the number of solid particles and organisms greatly 
outnumbered the number of microbubbles. O'Hern discussed 
the need to understand the dependence of cavitation inception 
on the specific kind of nucleus, with special focus on the role 
of solid particles and gas-generating organisms. This problem 
of identification of the active nuclei is persistent, having been 
underscored much earlier by Peterson (1972). 

Dynamic Nuclei. The ambient nuclei size spectrum re
sponds nonlinearly to, and sometimes interactively with, the 
pressure field. The very characteristics of the bubble response 
to the pressure depend on the initial bubble conditions. Small 
changes in those initial conditions can produce startlingly dif
ferent responses in the bubble growth (Parkin and Baker, 1986). 
Gaseous growth becomes unstable to vaporization of the liquid 
under certain conditions depending in part on the nucleus size. 
The inertial growth of the bubble produces a delay in the actual 
nonlinear growth of the bubble. Prediction techniques have 
for the most part concentrated on the evolution of individual 
bubbles contributing to travelling bubble cavitation. For ex
ample, Jiandong et al. (1989) have integrated the spherical 
bubble dynamics equation to show that the critical pressure 
and its duration select portions of the nuclei spectrum for 
inception. The dynamics of travelling bubble cavitation in
ception are best described in terms of the passive underlying 
flow, either nonseparating or characterized by a laminar sep
aration region. 

Nonseparating Flow. Peterson (1972), working with an ax-
isymmetric body exhibiting inception upstream from the lo
cation of separation, found that the number of nuclei visually 
undergoing cavitation inception, as determined by bubble size, 
increased proportional to the total air content. As described 
above, the concentration and mean size of the bubble spectrum 
increased with the total air content, indicating that more and 
larger bubbles were potentially available for inception. How
ever, cavitation inception as determined at the same time by 
the rate of acoustic events generated by bubble collapse in the 
downstream pressure recovery region was independent of total 
air content above approximately 0.8 saturation. Since gaseous 
bubbles do not implosively collapse, the indication was that 
the large bubbles present near saturation were mostly gaseous. 
The vaporous growths were apparently limited to a finite por
tion of the bubble size spectrum. The message is that large 
rapidly growing bubbles do not necessarily indicate cavitation 
inception. 

Analytic prediction techniques for travelling bubble cavi
tation inception, assuming spherical bubbles dynamically con
verted in a passive potential flow, have reached a high level 
of maturity. Ling et al. (1982) comprehensively provided a 
mathematical technique for gaseous cavitation for pv much 

smaller than p„, in which case cavitation inception is a fast 
process attributable to the direct expansion of the air filled 
microbubbles. They found that surface tension and time du
ration of the low pressure are strong controls for the cavitation 
inception event. For very small microbubbles the condition for 
inception is very distinct and bubbles below a critical size will 
not blow up. Large bubbles, which have a slower rate of growth 
than do small bubbles, will not blow up if the low pressure 
duration is too small for their reaction. A conclusion from the 
study is that models operated at low velocity will be selective 
of a narrow range of bubble sizes of cavitation inception, 
whereas a full scale prototype with large dimensions and op
erated at high velocity, will cavitate over the whole spectrum 
of bubbles. The applicability of the technique developed by 
Ling et al. is limited by the constraint of mechanical expansion 
of the gas microbubble, a constraint which ignores the presence 
of vapor and, in effect, excludes explosive growth of the bubble 
due to vaporous instability. 

Dreyer (1987) found in both experimental observations of 
travelling bubble growth and predictions of the dynamic growth 
using the Rayleigh-Plesset equation, that the maximum growth 
is insensitive to the initial diameter of the bubble. Consequently 
a large portion of the ambient microbubble size spectrum was 
found to contribute to the cavitation inception events. On the 
other hand, there may be size limitations attributable to gas 
bubble concentrations. Numerical calculation of the dynamics 
of a bubble cloud undergoing pressure changes due to spatial 
convection have shown that the growth of individual bubbles 
is related to the bubble concentration (D'Agostino et al., 1988). 
The calculations revealed a substantial reduction in the max
imum bubble size as the concentration was increased, the im
plication being that there may be an upper growth limit for a 
high density of nuclei converted into the headform low pressure 
region. This numerical result is consistent with the experimental 
results of Dreyer (1987). 

Laminar Separation. The discussion above implies that the 
travelling bubble cavitation inception is characterized by at 
most a deformation of the gas- and vapor-filled bubble, and 
this is the characterization under some conditions. But under 
conditions of laminar separation the bubble is torn apart, often 
disintegrating into a cloud of micron-sized remnants. For ex
ample, Ito and Oba (1984), interpreting experimental results, 
postulated a process in which the small nuclei grow by gaseous 
diffusion until they are stretched and broken apart by the shear 
at the edge and the fluctuating pressures in the reattachment 
region of the separation. They postulated that rectified dif
fusion caused gaseous growth of critical-sized bubbles in sep
arations with large heights, with subsequent vaporous growth 
and the appearance of large cavitation bubbles. On the other 
hand, laminar separations with small heights were believed not 
to permit large gaseous bubble growth, resulting in lower cav
itation inception numbers and the appearance of a bubble cloud 
as the bubble was torn apart. A significant finding of those 
studies was that the details of cavitation inception in a strong 
shear are more complex, due to bubble break up, than can be 
represented by a passive travelling bubble model. Brennen and 
Ceccio (1989) have photographically recorded bubble break
up on the side of the bubble nearest the surface and downstream 
from the laminar separation on an ITTC headform. The cause 
and process of the break-up are being pursued. 

Parkin and Baker (1986) attempted to analytically and para-
metrically describe the cavitation inception event. Although 
the objective was to account for cavitation inception in the 
form of bubble ring cavitation, the analysis concentrated on 
the nonlinear growth of the microbubble upstream from lam
inar separation. In the hypothetical process the bubble grows 
to an unstable size immediately prior to entering the laminar 
separation where it is enlarged, possibly by rectified diffusion, 
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and subsequently torn apart by the shear layer at the edge of 
separation. 

Arakeri et al. (1984) discussed evidence that the nucleus in 
a laminar separation region may respond such that the effective 
spectrum is quite different than that in the free stream. They 
cite investigations in which liquid that readily cavitates in the 
flow separation region did not cavitate under strong tension 
in the absence of the separation. Katz (1984) holographically 
measured a larger concentration of bubbles in the separation 
region than in the free stream. 

Effects of Nuclei on Cavitation. Numerous experiments 
have shown that the nuclei size spectrum strongly affects the 
cavitation inception number (Huang, 1979; Holl and Carroll, 
1979; Billet, 1984; Tsai et al. 1989). The conclusion from these 
experiments is that air content seems to have a small mixed 
effect on attached and ring cavitation inception, but has a 
significant effect on transient (except ring) cavitation inception 
with the cavitation inception number increasing with air con
tent. 

Additional investigations have shown that the nuclei content 
can affect the form of cavitation inception as well as the cav
itation inception number. Kuiper (1985) observed that there is 
always a requirement, even with attached flow, for a minimum 
concentration of nuclei for inception to occur. In some in
stances, it is necessary to generate the nuclei using roughness 
on the body surface. Kuiper speculated that a sparse concen
tration of nuclei can delay inception so that when it does occur, 
the flow separation is no longer present. In this manner the 
form of the inception is bubble cavitation rather than the sheet 
cavitation otherwise expected. There are several reports of 
bubble concentration affecting the form of inception (Huang, 
1979; Ling et al. 1982; Xu et al. 1986). 

Attempts have been made to relate the nuclei size spectrum 
to the cavitation inception using simple approximations. Holl 
and Carroll (1979) employed the critical radius calculation for 
spherical bubbles to estimate the original radius of the bubbles 
in the ambient flow for cavitation inception on a nonseparating 
(Schiebe) body. They found that increasingly smaller bubbles 
initiated cavitation as flow velocity was increased; that is, the 
size of the measured ambient bubble that eventually cavitated 
was found to be smaller than predicted from a gas law cor
rection accounting for ambient static pressure changes. It is 
not clear if this trend is attributed to properties of the nuclei 
or to interactions of the nuclei with the flow around the body. 
This result indicates that a larger portion of the spectrum is 
available for inception (see Ling et al., 1982) than predicted 
from simple theory. The discrepancy may be found in some 
growth-limiting constraint on the bubbles. 

Dreyer (1987) conducted a detailed investigation of the 
Schiebe headform following the work by Holl et al. (1987). 
Dreyer's focus was on the growth of the cavitation bubble for 
various nuclei concentrations and tunnel speeds. His objective 
was to provide a link between the ambient microbubble spec
trum, the resulting travelling bubble size spectrum, and the 
cavitation inception number. The significant findings of the 
investigation were that air content is an important parameter 
determining travelling bubble cavitation inception, and that 
there is a level of air content above which the cavitation in
ception number is insensitive to total air content. 

Experimental investigations have also been directed at the 
effect of air content on microscale vortex cavitation. Keller 
(1979) conducted experiments in which the gas content played 
a minor role in increasing the cavitation inception number. 
The effect of the gas content increased with the bluntness of, 
and the severity of flow separation on, the headform. However, 
the effect of air content on the detailed inception process could 
not be determined because the nuclei concentration and size 
spectrum were not measured. 

It has been described above that tip vortex cavitation may 

be strongly dependent on gas content because of the long 
duration times for the characteristic low pressures. Billet and 
Holl (1979) observed a steady increase in the cavitation incep
tion number as the air content was increased from 2.8 to 9.9 
ppm. Arakeri et al. (1986) observed the tip vortex cavitation 
inception was associated with low inception numbers for low 
Reynolds numbers and with high cavitation inception numbers 
for high Reynolds numbers. The low cavitation inception num
bers were postulated to be associated with nuclei produced by 
gas coming out of solution. Support for this explanation was 
obtained by calculations. In this case the cavitation inception 
number increased with increasing air content. On the other 
hand, air content had little effect on the cavitation inception 
number for high cavitation inception numbers (high Reynolds 
numbers). These results leave unclear the actual state of the 
tip vortex as to whether it is dominantly gaseous or vaporous. 
Detailed measurements or observations of the inception 
mechanics were not obtained, and those details remain not 
understood. 

Bubble Generation by Roughness. A sparse concentration 
of ambient nuclei and the effects of bubble screening, especially 
in the absence of laminar separation, can lead to the necessary 
use of surface roughness to generate nuclei (Kuiper, 1979,1985; 
Van der Meulen and Yuan-Pei, 1982). The rationale is that 
the roughness elements locally produce nuclei by perhaps gas
eous growth. This mechanical process is related to the observed 
increase in cavitation inception number as a function of Reyn
olds number by speculation that a thinner boundary layer 
increases the bubble generation effectiveness of the roughness 
elements. 

VII Perspective on Pressure 
The dynamic interaction between the incoming nuclei, with 

a wide range of sizes, and the underlying viscous flow is po
tentially significant because of modifications both of the local 
pressure forcing bubble growth and of the local shear flow 
producing bubble deformation. In the context of bubble dy
namics, the "local" pressure is the Lagrangian pressure as
sociated with the travelling nucleus. Knowledge of the spatial 
distribution of pressure statistics such as the time average and 
the root mean square may not be sufficient to predict the 
microscale cavitation event. 

Arndt (1981a) presented clear arguments supporting the need 
to understand the relationship between turbulent pressure fields 
and cavitation inception. He identified two basic factors, the 
turbulence frequency spectrum and the amplitude probability 
density as they relate to bubble dynamic response and bubble 
critical radius. He noted that both factors are expected to 
change as the scale of the flow increases. That is, larger Reyn
olds numbers produce a wider frequency spectrum with more 
likelihood of a negative pressure threshold, and should be 
associated with flows more likely to cavitate for a given nuclei 
spectrum. Arndt reported that there is little information re
lating cavitation inception and turbulent pressure field data. 
The situation has changed some since Arndt's review, but there 
remains much to be learned. 

There have been three notable investigations during the past 
decade attempting to uncover pressure fluctuation phenomena 
relevant to cavitation inception. Huang (1979) measured un
steady surface pressures associated with cavitation inception 
at transition. Holl and Carroll (1979) observed underlying flow 
instabilities associated with transition in the laminar separation 
shear layer. And O'Hern (1987) measured the Lagrangian pres
sure leading to cavitating vortex structures in free shear flows. 
Each of these investigations probed an aspect of the effects of 
unsteady pressure, but understanding of the physical processes 
associated with bubble growth remains rudimentary. 

The fact that turbulent flow structures cause cavitation in-
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ception in the flow field rather than on the body surface (as 
predicted by potential flow theory) was reported as early as 
1968 according to Arndt (1981a). Katz (1984) measured in
stantaneous pressures on the surface of cavitating headforms 
and determined for the configurations he investigated that 
inception occurred in the flow and not immediately adjacent 
to the body surface. This finding means that the instantaneous 
pressure in the flow away from the body was less than vapor 
pressure sufficiently long to produce an instability in bubble 
growth, at the same time that the fluid was not under tension 
on the headform surface. This finding underscores the im
portance of the instantaneous pressure fluctuations in pro
ducing cavitation inception, at least in some cases. 

A novel technique utilizing small bubbles as Lagrangian 
pressure sensors has been employed by Ooi and Acosta (1983) 
and by O'Hern (1987) to measure fluctuating pressures in a 
jet and in a mixing layer, respectively. The method apparently 
requires refinement to solve details of the flow, and has not 
been adapted to measurements of the time duration of pressure 
fluctuations. It does, however, indicate the local pressure de
viation with very high spatial resolution. Instantaneous pres
sures in the jet were up to 1.6 times the dynamic pressure with 
root mean square pressures a little more than 0.6 times the 
dynamic pressure. The fluctuations in the mixing layer were 
even larger: the peak values were up to 3 times the dynamic 
pressure with the root mean square fluctuation about 1.5 times 
the dynamic pressure. Green (1989) has extended the method 
to the measurement of unsteady pressures in a tip vortex in 
which he found peak pressures equal to the dynamic pressure 
and root mean square pressures equal to 20 percent of the 
dynamic pressure. 

In this section, the discussion has been about the statistics 
of the unsteady pressure distribution acting on the microbub-
ble. In the previous section the discussion was on the statistics 
of the susceptible bubble size spectrum. One wonders, then, 
if it is necessary to consider a joint probability of the occurrence 
of an eligible nucleus and the required pressure signature. 
O'Hern and Acosta (1986) made this observation from the 
results of their investigation of cavitation inception in the tur
bulent shear layer downstream of a sharp-edged plate placed 
across the flow. They found the major contribution to the 
scatter in the data to be the "inherent variability of the in
ception process, requiring the presence of a suitable cavitation 
nucleus at an instantaneously occurring low pressure point in 
the flow." A similar conclusion was reached by Lin and Katz 
(1986) upon investigating cavitation inception for jets. Their 
largely inconsistent findings indicate that jet flows are signif
icantly affected by minor disturbances in flow and geometry 
which affect the turbulent pressure field in the jet and hence 
have a role in the onset of cavitation. 

An eligible nucleus would have the necessary dynamic char
acteristics to experience unstable growth in the presence of a 
pressure with sufficient amplitude and time duration to pro
duce that growth. These criteria are difficult to apply to the 
model of full scale phenomena or to the extrapolation of lab
oratory findings to full scale. For example, pressure spectra 
on model scale would be expected to have predominantly higher 
frequencies than those for full scale. This has obvious impli
cations for the required bubble size spectra relative to the 
required pressure spectra to reproduce cavitation inception. 

VIII Trends: The Future, The Opportunities 
The physical mechanisms of cavitation inception remain to 

a great extent unexplained notwithstanding a long history of 
intensive investigation. The phenomena are governed by seem
ingly intractable mathematics, rich in nonlinear behavior. Ob
servation and measurement techniques are challenged by the 
three-dimensionality and short time duration of the event. The 
microscale process of inception is only beginning to be iden

tified and understood. The decade of the 70's saw understand
ing of the role of viscosity, and the decade of the 80's brought 
forth an awareness of the role of the dynamic nuclei spectrum. 
Almost surely leading-edge research in the 90's will elaborate 
on the interactions between the viscous flow and the nuclei 
content to reveal the very process of cavitation inception. 

There are reasons for this expectation. There is an established 
scientific background in the identification of the inception 
phenomena. Whole flow field measurement systems such as 
holography and particle displacement image velocimetry are 
making possible the observation of three-dimensional flow 
interactions. Video resolution will make the detailed inception 
event recordable, and supercomputers will enable the number 
crunching required to analyze the large volume of imagery 
data. Lagrangian pressures are being measured, and techniques 
to calibrate and interpret the data will become available. Meth
ods of direct simulation, now common for turbulent boundary 
layers, will be developed to numerically observe the cavitation 
inception event. 

This wedding of the physical experiment and the numerical 
experiment, enhanced and made useful through supercomputer 
technology, gives the opportunity for discovery and under
standing of the microscale inception event, and for the ability 
to predict and hence control that event. 

There are many aspects of the inception event to be studied. 
Differentiation of bubble and vortex inception over the range 
of Reynolds numbers from laboratory scale to field scale should 
be high on the list of objectives. Developing methods to control 
boundary layer flow structures should be modified, as they 
become available, for the control of cavitation inception. 
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Laminar Flow Past Colinear 
Spheres With Fluid Injection 
A validated computer simulation model has been developed for the analysis and 
design of colinear porous sphere systems in a convective stream. Using a modified 
and extended finite element software package, the steady-state Navier-Stokes equa
tions have been solved describing laminar axisymmetric flow past closely spaced 
monodisperse spheres with fluid injection. Of interest are the coupled nonlinear 
interaction effects on the fluid flow patterns and ultimately on the drag coefficient 
of each sphere for different free stream Reynolds numbers (20 < Re < 200) and 
intersphere spacings (1.5 < d,j < 6.0) in the presence of fluid injection (0 < vb 
< 0.1). At small spacings and low Reynolds numbers, fluid injection causes earlier 

flow separation while for Re > 100 surface blowing is more influential in altering 
the recirculation zones between spheres and thickening the boundary layers. As a 
result, the total drag of each sphere decreases with increasing blowing intensity 
although the pressure or form drag of the first sphere may increase at small spacings. 

1 Introduction 
Interaction effects of multiple spheres with or without blow

ing determine largely the fluid dynamics and hence the optimal 
design of system components related to dense sprays, particle 
suspension flows, fluidized/packed beds, or closely spaced 
spherical structures. At low to moderate freestream Peclet 
numbers, nonlinear upstream/downstream effects due to the 
proximity of neighboring spheres and the intensity of surface 
blowing, alter significantly the effective drag coefficient and 
separation angle of each participating sphere when compared 
with a solitary solid sphere. For certain critical spacings of 
monodisperse (colinear) spheres, particle pairing, conditions 
of imminent collision and unique recirculation zones can be 
observed. Although the fluid dynamics of actual dense fluid-
particle fields is much more complex, the present study of 
steady laminar flow, 20 < Re < 200, past closely spaced 
spheres, 1.5 < d-^ < 6, with blowing, 0 < v^ < 0.10, is an 
important advancement over previous investigations. 

Single sphere/droplet analyses are now well documented. 
For example, Conner and Elghobashi (1987) employed the 
control volume method to solve the Navier-Stokes equations 
for flow past a sphere (Re < 100) with surface mass transfer. 
Similarly, Cliffe and Lever (1984) considering uniform blow
ing, showed that the pressure drag first increases with increas
ing blowing and then slightly decreases. However, the friction 
drag and ultimately the total drag consistently decrease with 
increasing surface mass transfer. One of the earliest numerical 
solutions of flow past a solitary sphere was presented by Ham-
ielec et al. (1967) who assumed a functional distribution for 
the normal surface velocity with uniform fluid injection being 
the limiting case. Numerous relevant boundary-layer type anal
yses have been published over the last two decades, where the 
representative study by Kleinstreuer and Wang (1988) con-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 1, 1990. 

sidered also sphere rotation, non-Newtonian fluids, heat trans
fer and fluid suction at the surface. 

Multi-particle systems, typically two-spheres or droplets at 
low Reynolds numbers, have been studied in recent years by 
a number of researchers. Zaprynov and Toshev (1986) solved 
the Navier-Stokes equations and the energy equation numer
ically for steady laminar flow past two spheres in tandem for 
Re,* < 40, as Tal et al. (1984) had done earlier using bispherical 
coordinates. Raju and Sirignano (1987) employed a finite-
difference code (cf. Dwyer and Sanders, 1984) with mesh gen
erator (cf. Thompson et al., 1977) to solve the unsteady Navier-
Stokes equations (Re < 100) for two vaporizing droplets. They 
again confirmed earlier observations that (close) particle spac
ings affect fluid flow parameters significantly. A patched 
boundary-layer approach for the approximate, but compu
tationally very efficient analysis of multiple (vaporizing) spher
ical droplets has been proposed by Kleinstreuer and Wang 
(1990). 

Relevant experimental work is limited to flow visualization, 
as well as measurements of the effective drag coefficients and 
flow separation angles of two-sphere systems. For example, 
Rowe and Henwood (1961) plotted the axial and transverse 
interaction/drag forces for a two-dimensional array of spheres. 
Tsuji et al. (1982) measured the interaction effects for two 
spheres in tandem at high free-stream Reynolds numbers. Mul-
hplland et al. (1988) considered a two-dimensional trajectory 
of non-evaporating drops and "measured" a global CD (Re, 
L)-curve where L is a lumped parameter distance between any 
two drops. 

The present study is an extension of our previous work (cf. 
Ramachandran et al., 1991), focusing on the effects of fluid 
injection at various wall Reynolds numbers. Three-dimensional 
and transient effects, such as vortex shedding, are safely ig
nored for Re < 200 (cf. Nakamura, 1976 and Tsuji et al., 
1982). The steady-state Navier-Stokes equations for flow past 
three closely spaced porous spheres are numerically solved 
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Fig. 1 Representative finite element mesh for axisymmetric flow past 
three colinear monodisperse spheres 

using the Galerkin finite element technique (cf. Cuvelier et al., 
1986). Changes due to uniform surface blowing in boundary-
layer thickness, flow separation, recirculation regions, as well 
as friction and pressure forces are depicted and discussed. New 
correlations for the drag/interaction coefficients CDik = 
CDk(Re, dij, vt,) are proposed based on computer experiments 
varying the freestream Reynolds number, the dimensionless 
spacing, and the blowing velocity. In an earlier paper it was 
shown that a three-sphere system is quite relevant for analyzing 
interaction effects of multiple particles (cf. Ramachandran et 
al., 1987). 

2 Analysis 

It is assumed that the flow past three colinear-spheres is 
steady laminar and axisymmetric. The steady (attached) wakes 
are laminar in the Reynolds number range of interest (cf. 
Nakamura, 1976). A representative finite element mesh, which 
changes in density and extent with the free stream Reynolds 
number, is depicted in Fig. 1. With the stated assumptions, 
the nondimensional equations and associated boundary con
ditions are: 

(Continuity) 

(Momentum) 

V-v = 0 

( v v ) v = - Vp + Re ' v 2 v 

(1) 

(2) 

where v = (vR, vz) with vR = v, vz = u and V = 5R(d/dR) 
+ 8z(d/dZ). 

The boundary conditions are: 

(3«) 
(i) « 

a 
°1,2,3 

^1,2,3 
Cl,2 
Cos 

Co,k 

cP 
dn 

d 

f 
L 
P 
r 

R 
Re 

V 

Vb 

it the inlet 

= 
= 
= 
— 

— 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

« = 1 , v = 0 

— N o m e n c l a t u r e 

radius of sphere 
constants 
constants 
constants 
total drag coefficient of single 
sphere without blowing 
total drag coefficient of 
sphere k 
form drag coefficient 
intersphere distances 
sphere diameter 
function 
representative droplet spacing 
pressure 
radial spherical coordinate 
radial cylindrical coordinate 
Reynolds number 
velocity vector 
uniform blowing velocity 

(ii) along the centerline 

v = 0, du/dr=0 (lb) 

(iii) at the solid-gas interfaces (three spheres) 

v=vb§r (3c) 

At all Reynolds numbers, the computational domain is large 
enough that all appropriate gradients are zero on the upper 
boundary and at the outlet of the region. 

The dimensionless variables are defined as 

vb = -
V'b 

pul, 
and Re = -

u„d* 
(4) 

3 Numerical Method 
The governing equations (1) and (2) subject to the conditions 

(3a-c), are solved using a widely accepted finite element soft
ware package (cf. Engleman, 1990). Actually, the penalty func
tion approach is used where the continuity requirement is 
weakened by replacing equation (1) with V • v = ep. The 
penalty parameter is very small, i.e., e = ©(10~6). As the finite 
elements, isoparametric quadrilaterals with nine nodes and 
biquadratic velocity and linear pressure approximations have 
been chosen (Cuvelier et al., 1986). The solution is started 
from a low Reynolds number, say, Re = 10, and then with 
the converged steady-state solution, the freestream Reynolds 
number and surface blowing are gradually increased. Specif
ically, a quasi-Newton algorithm is used for solving the non
linear equations with a reformation of the Jacobian matrix 
every five steps. In order to facilitate convergence, a slower 
but more robust successive substitution method is applied for 
the first three steps to bring the solution within the radius of 
convergence of the quasi-Newton method. Subsequently, the 
faster converging quasi-Newton scheme is invoked. Conver
gence was achieved when the error criterion e = |(vnew -

V0M)/vn 10 was fulfilled. A typical computer run re
quiring six iterative steps takes about one minute of CPU-time 
on a CRAY Y-MP. 

A mesh of variable density is required for cost-effective 
computer runs. Very small elements are placed at the interface 
and large elements near the domain boundaries. A smooth 
transition from fine to coarse mesh regions has been provided. 
The overall computational domain and hence the mesh size 
increases dramatically with lower Reynolds numbers, i.e., Re 
< 50. In order to avoid crowding, the mesh shown in Fig. 1 
does not contain several layers of finite elements along the 
spherical interface. Independence of the simulation results from 

u, v = cylindrical velocity compo
nents 

V = variable 
u„ = characteristic or free stream 

velocity 
Z = axial cylindrical coordinate 
a — drag coefficient ratio 
e = error 
§ = unit vector 
v = kinematic viscosity 
p = density 
6 = angular spherical coordinate 

Ad = difference in separation an
gles, (A0sep = 0sep - 0sePiS) 

#sep = separation angle measured 
from forward stagnation 
point 

\f> = stream function 
r = tangential stress 
f = vorticity function 

a 
y 

= normal stress 
= surface tension 

Subscripts 
b 

d 
D 

i 

J 
k 

s 
sep 

0 0 

= surface blowing, i.e., unifor 
fluid injection 

= based on diameter 
= total drag 
= index for particle spacing 

('" = 1,2) 
= index for particle spacing 

U = i + 1) 
= index for particle identifica

tion (k = 1,2,3) 
= single sphere 
= flow separation 
= at infinity 

Superscript 
* = dimensional quantities 
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Table 1 Comparison of drag coefficients for single sphere 

Re 

10 
40 

100 
200 

CDs (solitary sphere) 

Clift et al.* Present 
(1978) work 

4.38 4.37 
1.79 1.80 
1.09 1.09 
0.77 0.77 

CDs,b
/cDs (blowing effect, vb = 0.1) 

Hamielec Cliffe and 
eta l . (1967) Lever (1984) 

0.873 0.83 
0.850 0.81 

Present 
work 

0.86 
0.84 

— (l + 0.1935Re06305) 
Re 

Fig. 2(a) 

Fig. 2(b) 

Fig. 2 Streamlines for Re = 20 with vb = 0, 0.1 (d12 = 2, 
Pr = 0.7). A = -0.10; B = -0.05; C = -0.001; D = 0.0; 
= 0.10; G = 0.25; H = 0.50; I = 0.75 and J = 1.00. 

= 4 and 
0.05; F 

Fig. 3(a) 

Fig. 3(6) 

Fig. 3 Streamlines for Re = 200 with vb = 0, 0.1 (d12 

Pr = 0.7). A = -0.10; B = -0.05; C = -0.001; D = 
= 0.10; G = 0.25; H = 0.50; I = 0.75 and J = 1.00. 

= 2, t/2! 

0.0; E 
= 4 and 
0.05; F 

the mesh density has been successfully tested based on repeat 
calculations with finer meshes. 

With the given post-processing capabilities, stress calcula
tions, velocity vector graphs as well as plots of streamlines, 
vorticity contours and pressure profiles can be conveniently 
executed. 

4 Results and Discussion 
The numerical code has been verified with published data 

sets for a solitary sphere and a single porous sphere with blow
ing (Table 1). Clift et al. (1978) examined numerous empirical 
and semi-empirical correlations and proposed the one given 
below for a solitary sphere without blowing as the best fit using 
least-squares analysis. The blowing single sphere data has been 
obtained from numerical studies (cf. Hamielec et al. 1967). 
Successful two-sphere comparisons are given in Ramachandran 
et al. (1991). 

For a linear array of three spheres, the freestream Reynolds 
number (10 < uad*/v < 200), the dimensionless uniform 
blowing velocity (0 < v%/uK < 0.1), and the intersphere dis
tances (1.5 < d*j/d* < 6) between the first and second sphere 

Fig. 4(a) Vorticity surface plot for closely-spaced spheres (Re 
d12 = cf23 = 1.5; vb = 0 and Pr = 0.7) 

100, 

Fig. 4(6) Vorticity surface plot for closely-spaced spheres with blowing 
(Re = 100, d12 = rf23 = 1.5; vb = 0.1 and Pr = 0.7) 

and between the second and third sphere have been system
atically varied. 

4.1 Streamlines and Velocity Contours. Streamlines are 
shown in Figs. 2(a, b) and 3(a, b) for the sphere arrangement 
dl2 = 2 and d2i = 4 with freestream Reynolds numbers Re 
= 20 and 200, respectively. The effects of blowing are two
fold. At low Reynolds numbers and close sphere spacings, 
flow separation off the first sphere occurs earlier because of 
fluid injection (Figs. 2(a) and 2(b)). At higher Reynolds num
bers (Re > 100), surface blowing effects are even more sig
nificant; recirculation zones are strongly altered and the 
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Sphered Sphere|3 

Fig. 5(a) 

Sphere*! Sphere J2 Sphere^ 

Fig. 5(b) 
Fig. 5(3, b) Velocity vector plots for Re = 100 with vb = 0, 0.1 (d12 

d23 = 1.5 and Pr = 0.7) 

h—f = u = 1 

Sphere*1 Sphere^ 

Fig. 5(c) 

Sphere#3 

Sphered 

Fig. 5(d) 

Sphered 

Fig. 5(c, d) Velocity vector plots for Re = 100 with vb = 0, 0.1 (d,2 
2; d23 = 6 and Pr = 0.7) 

streamlines are shifted outwards, resulting in thicker boundary 
layers and milder velocity gradients (cf. Figs 3(a) and 3(b)). 

Figure 4(b) relative to 4(a) depicts the blowing effects in 
terms of vorticity surfaces for close spacings (i.e., dl2 = d2i 
= 1.5) and a moderate freestream Reynolds number of Re 
= 100. Again, because of fluid injection, the affected flow 
region or penetration depth is larger, and flow separation and 
reattachment "points" are shifted, causing larger recirculation 
zones. 

4.2 Velocity and Pressure Plots. Figures 5(a) to 5(d) depict 
the strong influences of surface blowing intensity and inter-
sphere spacing on the flow field. With fluid injection, the 
boundary layer thickens, flow reattachment on spheres in a 
wake is delayed and flow separation occurs earlier. At small 
spacings, "cavities" are formed in which flow patterns change 
drastically because of surface blowing (cf. Figs. 5(a) versus 
Fig. 5(b)). 

Surface blowing effects on the pressure field around the 
spheres at Re = 100 are detectable from Fig. 6(a) versus 6(b) 

Fig. 6(a) Pressure surface plot for Re = 100 with vb = 0 and d12 = dr. 
= 1-5(pm,x = 0.562 and pmin = -0.245) 

Fig. 6(6) Pressure surface plot for Re = 100 with vb = 0.1 and d13 
d23 = 1.5 (pm„ = 0.558 and pmi„ = -0.133) 

for di2 = d2i = 1.5 and from Fig. 7(a) versus 1(b) for d\2 = 
d23 = 6. As expected, a large pressure peak appears in each 
case at the stagnation point of the first sphere. For closely 
spaced spheres, the second and third pressure peaks occur past 
the front stagnation points because of the delay in flow reat
tachment (cf. Figs. 4(a) and 6(a)). Surface blowing reduces 
the maximum pressures on the second and third sphere surfaces 
and diminishes pressure recovery at higher Reynolds numbers. 
For the first sphere, the pressure or form drag always increases 
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40 

Fig. 7(a) Pressure surface plot for Re 
= 6(Pma« = 0.563 and pmi„ = -0.291) 

100 with vb = 0 and d,2 = d2; 

Fig. 7(b) Pressure surface plot for Re = 100 with vb 

<fa = 6(pmax = 0.561 andpm,„ = -0.195) 
0.1 and d,2 

with larger blowing velocities as shown in more detail below 
(cf. Sect. 4.3). As the intersphere spacing increases, the inter
action effects have almost vanished for the nonblowing case 
(Fig. 7(a)) but persist when the Reynolds number and the 
surface blowing are relatively high (Fig. 1(b)). 

4.3 Separation Angles and Drag Coefficients. Figures 8(a) 

1.5 

LOG(Re) 
Fig. 8(a) Difference in separation angle A0k(Re, vb) for three interacting 
spheres with fluid injection (tf12 = da = 1.5) 

to 

< 

- 2 0 

LOG(Re) 
Fig. 6(b) Difference in separation angle A0t(Re, vb) for three interacting 
spheres with fluid injection (d12 = 2 and d23 = 4) 

and 8(b) depict b$k (Re, y6, a*,y) which is the difference between 
the actual separation angle for sphere k = 1, 2, 3 and the 
separation angle for a solitary, nonblowing sphere at the cor
responding Reynolds number. Thus AQk < 0 indicates earlier 
flow separation and A0£ > 0 means a delay in flow separation. 

Small spacings (cf. Fig. 8(a)) promote for spheres 1 and 2 
earlier separation especially for porous spheres with fluid in
jection. Pairing of spheres together with surface blowing gen
erate extended cavities of slowly circulating fluid which prevents 

. free stream fluid to penetrate. Such an enclosure does not exist 
behind the last sphere for which Ad^ > 0 except at very low 
Reynolds numbers and strong surface blowing. As the inter
sphere distances increase, the differences in separation angles 
decrease (Fig. 8(b)). Fluid injection causes earlier flow sepa
ration while the presence of the first sphere may delay sepa
ration for spheres 2 and 3 because of weakening of the inertia 
force by the leading sphere at higher Reynolds numbers. 

The individual drag/interaction coefficients, Ci^Re, vb, djj) 
are shown in Figs. 9(a) and 9(b) for dl2 = d2i = 1.5. At low 
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Table 2 Coefficients for equation (6) 

Fig. 9(a) Friction, form and total drag coefficients as a function of 
surface blowing (Re = 20; di2 = d23 = 1-5) 

0.05 0.1 

Sphere 
(k) 

1 

2 

3 

b, 
0.032 

0.141 

0.195 

fli 

0.069 

0.200 

0.179 

b2 

1.572 

1.659 

-0.244 

a2 

1.580 

1.331 

1.179 

bi 

0.247 

0.193 

1.210 

a3 . 

1.192 

1.502 

1.380 

Ci 

10.0 

4.487 

3.200 

c2 

0.740 

0.972 

0.920 

Avg. 
error % 

2.64 

3.21 

2.73 

aration angles and friction/form drag coefficients given in the 
previous sections for three spheres with fluid injection, that 

CD,k /i(Re, vb, d12, dn) 
ak = - /2(Re) 

=/3(Re, vb, dl2, d23)\ k = 1, 2, 3 (5) 
Considering that the interaction effects, including surface 
blowing, are highly nonlinear and their influences cause drag 
reduction when compared with a single sphere, a* should have 
the following functional form: 

a ^ l - ^ R e ^ h + ^ + ̂ W l + c , ^ ) ; * = 1,2,3 (6) 
V 12 23/ 

where ax - a3, b\ - b3 and Cj and c2 are constants for each 
sphere. Although other functional forms are permissible, equa
tion (6) reflects the facts that (i) the interaction effect is in
versely proportional to the intersphere distances, (ii) the surface 
blowing intensity is directly proportional to the Reynolds num
ber, and (iii) at large spacings d,j as well as small blowing 
velocities vb, ak becomes a function of the Reynolds number 
only. 

Previously (cf. Ramachandran et al., 1991), we employed 
the least-square technique. However, the two additional un
knowns ci and c2, the extended postulate for ak, and our goal 
of higher accuracy, all required the use of a robust nonlinear 
optimization code such as VMCON1 (cf. Crane et al., 1980), 
a software package which is in the public domain. Thus, based. 
on computer experiments, the following coefficients for the 
ai-correlations have been obtained using VMCON1 as sum
marized in Table 2. 

The associated ranges of application for equation (6) are: 
20<Re<200, 1.5<c?/,<6.0 and 0<t>4<0.07 

At high Reynolds numbers and high blowing intensities, the 
rather simple functional form of equation (6) generates un
acceptable local errors, especially for the second sphere, so 
that uniform blowing was restricted to 7 percent of the free-
stream velocity. The average error for each sphere was com
puted as 

Fig. 9(b) Friction, form and total drag coefficients as a function of 
surface blowing (Re = 100; d12 = d23 = 1.5) ik~ 2_t V (a*,correl — factual) ^n (7) 

Reynolds numbers (cf. Fig. 9(a)), friction drag is the largest 
contributor whereas for higher Reynolds numbers (cf. Fig. 
9(b)), the pressure or form drag becomes dominant because 
of the increasing wake effect. In general, the friction drag 
decreases with stronger surface blowing due to thicker bound
ary layers and hence milder velocity gradients at the spheres' 
surfaces. As already indicated in Fig. 1(b), the pressure drag 
of spheres 2 and 3 is almost independent of the blowing in
tensity, while the pressure drag of the leading sphere always 
increases with increasing blowing velocity because of the form 
losses due to the lack of pressure recovery. 

4.4 Total Drag Coefficient Ratios. Reliable drag correla
tions for interacting spheres with or without blowing are most 
desirable for the analysis and design of multiple particle sys
tems. For a solitary sphere, the drag coefficient CDs is.a func
tion of the Reynolds number only. It can be expected from 
the discussions on flow patterns, surface blowing effects, sep-

where n is the number of data points (n = 200), a*,COrrei is the 
ratio ak obtained from the correlation (6), and ctk#ctuai is the 
actual (directly computed) ratio of drag coefficients. For the 
given ranges of application, the maximum error is below 10 
percent. 

Equation (6) indicates that even for the largest spacing and 
zero surface blowing the first sphere is somewhat influenced 
by the spheres 2 and 3. This wake effect is, however, more 
pronounced at strong surface blowing and large Reynolds num
bers. Specifically, Figs. 10(a) to 10(c) show a few correlations 
otk(Re) for different wall Reynolds numbers, 0 < vb < 0.1. 
As expected, the leading sphere exhibits a special ak signature 
where the influence of the proximity of the other spheres 
diminishes as the freestream Reynolds number increases. Sur
face blowing decreases ak, an effect which is partially offset 
at higher Reynolds numbers (Re > 100). At larger spacings 
(cf. Fig. 10(c)), aj « 1 whereas a2 and a3 reflect the prevailing 
wake effects. In summary, the sequence of graphs (10a-c) 
indicates that the interaction effects caused by the free stream, 
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Fig. 10(a) Total drag coefficient ratio ak{Re, vb) for three interacting 
spheres with fluid injection (d,2 = d23 = 1.5) 
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Fig. 10(b) Total drag coefficient ratio «k(Re, vb) for three interacting 
spheres with fluid injection (d12 = 2 and d23 = 4) 

surface blowing and small intersphere spacings are strongly 
coupled and highly nonlinear. Specifically, the changes in in
ertia forces, the intensity of fluid injection and the sizes of 
cavities (i.e., spacings) with recirculating fluid, cause unique 
(skin) friction and (pressure) from drag distributions. 
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An Optimum Suppression of Fluid 
Forces by Controlling a Shear 
Layer Separated From a Square 
Prism 
This paper deals with the suppression of the fluid forces by controlling a shear layer 
on one side separated from a square prism. The control of the separated shear layer 
was established by setting up a small circular cylinder {the control cylinder) in it 
on one side. Experimental data were collected to examine the effects on the fluid 
forces and vortex shedding frequency due to variation of the position and diameter 
of the control cylinder. The results show that (i) the maximum reduction of the 
time-mean drag and fluctuating lift and drag occurred when the control cylinder 
was located near what would ordinarily be considered the outer boundary of the 
shear layer; (/'/) the control of the separated shear layer by means of a small cylinder 
appeared to be effective in suppressing the fluctuating lift and drag rather than the 
time-mean drag; (Hi) in the case of the control cylinder of 6 mm in diameter, the 
time-mean drag was reduced to about 30 percent, and the fluctuating lift and drag 
were reduced to approximately 95 and 75 percent, respectively; (iv) the fluid forces 
and the frequency of vortex shedding of the square prism were mainly dependent 
on the characteristics of a very thin region near the outer boundary of the shear 
layer. 

1 Introduction 
Various methods have been developed to reduce the fluid 

forces acting on a bluff body on which the flow separates from 
its surface. Methods to reduce the fluid forces acting on the 
bluff body can be roughly classified into the following three 
categories in accordance with the phenomenological mecha
nism of vortex shedding (Zdravkovich, 1981): (i) the control 
of the boundary layer on the surface with a tripping wire, fin, 
or blowing nozzle installed on the surface (Fage and Warsap, 
1923; James and Truong, 1972; Lockwood, 1960; Waka and 
Yoshino, 1987), (ii) the control of the entrainment layers that 
supply irrotational fluid necessary for the growth of vortices 
by enclosing the body with a porous flexible plate or multiple 
rod (Wootton and Yates, 1970; Price, 1956; Knell; 1969), (iii) 
the control of the wake with a splitter plate, guidevane, or 
base-bleed (Roshko, 1954; Bearman, 1965; Apelt et al., 1973; 
Wood, 1967). Basically, all the above methods are designed 
to reduce the fluid forces by changing the position of the vortex 
formation region and suppressing the strength of the vortex 
(circulation) by controlling the separated shear layer. Recently, 
Strykowski and Sreenivasan (1985) made an interesting report 
in which the vortex shedding can be suppressed almost com
pletely by a simple method which is to set up a small cylinder 
in the separated shear layer on one side. The work of Stry-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 16, 1989. 

kowski and Sreenivasan is done in the range of low Reynolds 
number less than Re = 120 where the shear layer separating 
from the circular cylinder is thin, and the alternative vortex 
shedding is very stable with regular mode. However, the for
mation mechanism of vortices formed by the alternating roll-
ing-up of the separated layer is substantially considered to be 
the same for any bluff body and any Reynolds number. There
fore, it is assumed that the reduction of fluid forces by sup
pressing the vortex shedding in the same manner as done by 
Strykowski and Sreenivasan is quite possible even for bluff 
bodies at the high Reynolds numbers. Quite recently, Igarashi 
and Tsutsui (1989) investigated the reduction of the time-mean 
drag acting on a circular cylinder by means of using a small 
cylinder in a manner similar to Strykowski and Sreenivasan's 
method, and found that the time-mean drag was reduced con
siderably (20 ~ 30 percent) by forcibly reattaching the separated 
shear layer on the surface of the circular cylinder. They also 

, measured the fluctuating pressure on the surface of the circular 
cylinder, and then stated that the fluctuating fluid forces would 
be reduced. Thus, it is assumed that the vortex shedding from 
the body, and steady and unsteady fluid forces acting on the 
body can be fully suppressed by controlling the separated shear 
layer using a circular cylinder, which is fairly small compared 
to the body itself. 

The aim of the present work is to reduce the fluid forces 
acting on a square prism, which is considered to represent the 
typical shape of a two-dimensional bluff body, by means of 
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setting up a circular cylinder (hereafter called the control cyl
inder) with small diameter in a shear layer on one side of the 
square prism. Measurements were carried out to change the 
position and size of the control cylinder systematically, and 
then the steady and unsteady fluid forces were examined to 
estimate the magnitude of the reduction themselves and to 
identify the optimum position of the control cylinder in order 
to reduce the fluid forces. Furthermore, such matters as the 
deformation of the shear layer, namely, the position and the 
strength of the rolling-up of the separated shear layers, are 
discussed in detail based qn the results of measurement of the 
fluid forces and the Strouhal number. 

2 Experimental Arrangement and Procedures 
The experiments were carried out in a low speed, closed-

circuit wind tunnel. The test section of the tunnel has a rec
tangular shape with a height of 0.43 m, a width of 0.4 m, and 
a length of 4 m. Two types of square prisms were used for the 
experiment; one prism with two load cells installed inside was 
used for the measurement of fluid forces, and another prism 
with a semiconductor pressure transducer installed inside was 
used for the measurement of the static and fluctuating pres
sures. Both prisms had a length of 400 mm, in order to span 
width of the test section. The prism for the measurement of 
fluid forces was composed of two parts, as shown in Fig. 1, 
namely, an active cylinder and a dummy cylinder, and a load 
cell on which four semiconductor strain gauges were attached 
was installed inside each cylinder. The load cell was developed 
by Sakamoto and Oiwake (1984) and had a high linearity in 
the load/output relation and a very high natural frequency of 
the load cell. The load cell installed inside the active cylinder 
measured the combination of the fluid forces and the force 
due to the vibration transmitted through the dummy cylinder. 
The load cell installed inside the dummy cylinder measured 
the forces due to the vibration of the dummy cylinder itself 
and to the vibration transmitted from outside. Hence, by sub
tracting the output of the load cell in the active cylinder from 
that of the load cell in the dummy cylinder, the fluid forces 
acting on the active cylinder could be measured exclusively. 
The diameter d of the control cylinder adopted in the present 
experiment was 3, 4, 5, and 6 mm. The control cylinder was 
set up with full tension at one side of the square prism, as 
shown in Fig. 1. 

£ 

§ 

'•Strain g a u g e / ^Strain gauge 
^LoadceUH ^ - Loadcelll 

Square pr ism(42x/ .2) 

> 

Fig. 1 Arrangement of load cells of 42 x 42 mm prism 

The experiments were carried out at a constant free-stream 
velocity U0 of 15 m/s. The position of the control cylinder 
was varied in the range of S/W = 0-2.0 (S is the longitudinal 
distance) and T/W = 0-2.0 (T is the lateral distance). All 
the analog signals were digitized and then processed by a mi
crocomputer. The Reynolds number Re (= U0W/p) employed 
in the experiment was 4.2 x 104. The important symbols and 
the definition of the coordinate system used in the present 
study are shown in Fig. 2. The blockage effect of the prism 
at the test section was 9.8 percent, and no corrections were 
made for the blockage. 

3 Results and Discussions 
3.1 Position of the Separated Shear Layer. The main purpose 

of this study is to reduce the fluid forces by controlling the 
separated shear layer that dominates the fluid forces acting on 
the square prism. It is therefore first necessary to identify the 
time-averaged position of the separated shear layer. However, 
since the shear layer has some width and diffuses rapidly as 
it goes downstream, it is difficult to pinpoint the position. Fage 
and Johansen (1927) traversed a hot-wire probe at right angles 
to the direction of the undisturbed flow in the shear layer and 
defined a position of the outer and inner boundary in which 
the time-averaged velocity becomes greatest and least, respec
tively. Sasaki and Kiya (1984) measured the turbulence inten
sity in the shear layer and indicated that a position with the 
largest strength of turbulence is the approximate center of the 
shear layer. 

Nomenclature 

A = projected area of the ac
tive cylinder 

CD = time-mean drag coefficient 
= D/(0.5 p UlA) 

CDf = r.m.s. drag coefficient = 

(Ci/Xr 

CL 

CLJ 

cP 

cpf 

(w))min 

max 

( Wj/Jmin 

•^D}/(.0.5pUU) 
— time-mean lift coefficient 

= L/(0.5pUlA) 
= r.m.s. lift coefficient = 

\/Uf/(0.5pUlA) 
= time-mean pressure coeffi

cient = (p - po)/(0.5pU2
o) 

= r.m.s. pressure coefficient 

= ^J7}/(0.5pU2
0) 

= minimum time-mean drag 
coefficient on each section 
S/W 

= maximum time-mean lift 
coefficient on each section 
S/W 

= minimum r.m.s. drag 

D 

Df 

L 

h 

s 

s, 
T 

coefficient on each section 
S/W 
minimum r.m.s. lift coef
ficient on each section 
S/W 
time-mean drag acting on 
the active cylinder 
fluctuating drag acting on 
the active cylinder 
time-mean lift acting on 
the active cylinder 
fluctuating lift acting on 
the active cylinder 
longitudinal distance of 
control cylinder from 
leading edge of the prism 
(see control cylinder coor
dinate defined in Fig. 2) 
Strouhal number of vortex 
shedding = fcW/U0 
lateral distance of control 
cylinder from leading edge 
of the prism (see control 

cylinder coordinate de
fined in Fig. 2) 

U0 = free-stream velocity 
W = width of the prism 
d = diameter of the control 

cylinder 
fc = frequency of vortex shed

ding 
p = time-mean pressure acting 

on the prism 
p0 = static pressure of free-

stream 
Pf = fluctuating pressure acting 

on the prism 
u = time-mean longitudinal ve

locity 
u' = fluctuating longitudinal 

velocity 
x, y = cartesian coordinate sys

tem (see Fig. 1) 
xs, ys = position of piezometric 

holes on surface of the 
prism 

p = density of the fluid 
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AV-T 

Control cylinder 

s»x 

Fig. 2 Definition sketch and coordinate system 

Figure 3 shows the position indicating the maximum time-
mean velocity and maximum degree of turbulence intensities 
obtained by moving the hot-wire probe along the direction of 
T/W on each section S/W (see Fig. 2) in the same manner as 
above mentioned. Generally, the fluid forces on the bluff bod
ies are dependent on the characteristics of the outer boundary 
of the shear layer representing the maximum velocity rather 
than at the center of the shear layer where the strength of 
turbulence intensity becomes the largest (Bearman and True-
man, 1972). Figure 3 also shows the position of the control 
cylinder with a diameter of 3 mm where the fluid forces on 
each section S/W becomes least, as will be discussed in detail 
later. It can be seen that the position of the control cylinder 
suppressing most the fluid forces coincides with the outer 
boundary of the shear layer representing the maximum veloc
ity. Thus it is considered most effective to set the control 
cylinder near the outer boundary of the shear layer as shown 
in Fig. 3 for suppressing the fluid forces. 

3.2 Control of Time-Mean Drag and Lift. Figures 4 and 5 
show the values of the time-mean drag coefficient CD and lift 
coefficient CL when the position of the control cylinder with 
a diameter of 3 mm (d/W = 0.07) is changed. Each result is 
shown as equi-line diagrams which were obtained by inter
polation between the measured values. Also, each result of CD 
is expressed as a ratio of the drag coefficient to CD = 2.30, 
the value for the square prism without the control cylinder 
presents in order to quantify the effect of control. 

First, from the result shown in Fig. 4, it can be seen that 
the time-mean drag coefficient CD is most suppressed when 
the control cylinder is located along the outer boundary of the 
shear layer (indicated by symbol o in this figure). Generally, 
the base pressure dominating the time-mean drag is dependent 
on the degree of the concentration of the vortices (strength of 
vortices) flowing out along the shear layer and the position of 
the rolling-up of the shear layer. As this pressent method, if 
the control cylinder is set up in the shear layer, the turbulent 
diffusion of the vortices flowing out from the leading edge of 
the square prism and the change of the radius of curvature of 
the shear layer are induced, as a result, a decrease in base 
pressure and a reduction in CD are caused because of the 
recession of the position of the rolling-up of the shear layer 
and the weakening of the concentration of the vortices. Also, 
since Co is most suppressed when the control cylinder is located 
in a limited region near the outer boundary of the shear layer, 
it is considered that the vortices flowing out from the leading 
edge of the square prism are not conveyed while being dis
tributed widely in the shear layer but most of them are conveyed 
along a very thin layer near the outer boundary of the shear 
layer. 

Without control cyl inder 
o Time-mean velocity 
o Fluctuating velocity 

Point of maximum velocity 
Point of maximum fluctuating velocity 

0-5, 0-5 0-6 0.5 

-Posit ion of control cylinder with 
a diameter of 3mm for optimum 
suppression 

1.0 
Square pr ism \j 

Fig. 3 Distribution of the time-mean and the r.m.s. longitudinal velocity 

in the shear layer. (Uncertainty in u/U0: less than ± 2 percent, in -\ju'2l 
U0: less than ±2 percent, in S/W and T/W: less than ±0.5 percent.) 

Equi-Co lines 
[In the case of control cylinder 1 
[wi th a diameter of 3mm 

Fig. 4 Equi-iine diagram of the time-mean drag coefficient. (Uncertainty 
in CD: less than ± 3 percent.) 

1.0 

T/W 

Equi-Ci l ines 
"In the case of control cylinder"! 

Fig. 5 Equi-iine diagram of the time-mean lift coefficient. (Uncertainty 
in CL: less than ±3 percent.) 

Then it is indicated that the time-mean lift coefficient CL 
becomes the largest when the control cylinder is located along 
the outer boundary of the shear layer. This is probably due 
to the following reason: when the control cylinder is located 
along the outer boundary of the shear layer, the flow near the 
outer boundary of the shear layer dominating mainly the fluid 
forces bends toward the square prism (between the square 
prism and the control cylinder), so that the velocity on the 
bent shear layer increases due to the interference with the wake 
of the control cylinder. As a result, the negative pressure on 
the upper side (AD side) of the square prism becomes larger 
than that on the bottom side (BC side), causing upward lift. 
Figure 6 shows the distribution of the time-mean pressure 
coefficient CP at the positions (xs, ys) on the surface of the 
square prism, as shown in Fig. 2, when the control cylinder 
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with a diameter d = 3 mm is placed in the position of S/W 
= 0.36 and T/W = 0.27. As seen from the figure, the negative 
pressure on the upper side AD is substantially larger than that 
on the bottom BC. Also, it is noticed that the pressure on the 
bottom side of the square prism is substantially smaller than 
that without the control cylinder. This indicates that the change 
of the characteristics in the wake caused by controlling the 
shear layer on one side, namely, the base pressure, the reverse 
flow and the concentration and counterbalance of the vortices, 
would be changed that of the shear layer on other side in a 
manner like feedback. 

Figure 7 shows that relation between the minimum time-
mean drag coefficient (CD)min and the longitudinal position of 
the control cylinder S/W when the diameter of the control 
cylinder is changed from 3 mm to 6 mm in 1 mm increments. 
As the longitudinal distance of the control cylinder S/W in
creases, (Co)min decreases rapidly and the control effect is fairly 
large up to about S/W = 1. However, when the control cyl
inder is located near the leading edge of the square prism or 
in the region over S/W = 1, the control effect is not so re
markable. Generally, the process of the vortex shedding is as 
follows: laminar shear layer separated from the prism =* tran
sition => turbulent shear layer => concentration of vortices => 
shedding of vortex. Therefore, when the control cylinder is 
located near the leading edge, since only the transition from 
laminar to turbulent shear layer is promoted, the strength and 
position of rolling-up of shear layer do not change greatly. 

Fig. 6 Distribution of the time-mean and the r.m.s. pressure coefficient. 
(Uncertainty in Cf less than ± 2 percent, in Cpf less than ± 2 percent, 
in xJW, yJW: less than ±0.5 percent.) 

0 I 1 1 1 1 
0 0-5 1-0 c;/yy 1-5 2-0 

Fig. 7 Minimum values of time-mean drag coefficifient at each section 
S/W for change in diameter of the control cylinder. (For further Infor
mation see the caption of Fig. 4.) 

Moreover, in the region over S/W = 1, since the rolling-up 
of the shear layer to form large-scale vortices has already 
begun, the control cylinders with small diameters employed in 
this study cannot prevent the rolling-up of that into the vortex 
formation region. Also, the maximum reduction rate of the 
time-mean drag of the square prism caused when the control 
cylinder with the diameter of d = 6 mm is located at S/W = 
0,84 and T/W — 0.44 is reached to about 30 percent. 

Figure 8 shows the relation between the maximum lift coef
ficient (Ci)max' and the longitudinal position of the control 
cylinder S/W when the diameter of the control cylinder is 
changed from 3 mm to 6 mm in 1 mm increments. When the 
control cylinder exists in a region where S/W is smaller than 
1.0 except near the leading edge of the square prism, a large 
upward lift is generated. For example, fairly large lift which 
is a maximum value of (CL)max = 1.0 is generated in the case 
of the control cylinder with a diameter of 6 mm. For the body 
with symmetrical shape, a method to cause lift by boundary 
layer control employing a tangential blowing from surface slot 
or surface protrusions has been established (James and Truong, 
1972; Lockwood, 1960; Wake and Yoshino, 1987). When only 
the generation of lift is considered, the method employed in 
this study in which relatively large lift can be obtained by simply 
placing a cylinder, which is considerable small compared to 
the square prism, is also worth consideration. 

In Fig. 9, the positions of the control cylinder for the op
timum suppression are plotted. As the diameter of the control 
cylinder becomes larger, its position somewhat moves in to
wards the direction of T/W. In the region of S/W smaller than 
1.0, the positions of the control cylinder where the time-mean 
drag is the smallest coincide with that where the time-mean 
lift is the largest. However, in the region of larger than S/W 
= 1, these are different (indicated in oblique lines because of 
scatter of data). It is assumed that this is because the change 
of the drag is caused by the strength and the position of the 
rolling-up of the shear layer, while the lift is caused by the 
increase of the velocity due to the interference of the wake of 
the control cylinder and the outer boundary the shear layer of 
the square prism. Also, we can obtain the laternal distance T/ 
W in direction normal to the flow from Fig. 9. 

3.3 Control of Fluctuating Lift and Drag. Figures 10 and 
11 show the r.m.s. values of the fluctuating lift coefficient CLj 
and drag coefficient CDj when the position of the control cyl
inder with a diameter of 3 mm is changed. Each result is 
indicated as a ratio to CLf = 1.12 and CD/ = 0.168 of the 
square prism without the control cylinder. As can be seen from 

Fig. 8 Maximum values of time-mean lift coefficient at each section 
S/W for change in diameter of the control cylinder. (For further infor
mation, see the caption of Fig. 5.) 
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Fig. 9 Position of the control cylinder for the optimum suppression of 
fluid forces. (Uncertainty in S/W and T/W-. less than ±0.5 percent.) 

Square prism ^ 

Fig. 10 Equi-line diagram of the fluctuating lift coefficient. (Uncertainty 
in CLf less than ±3 percent.) 

Fig. 11 Equi-line diagram of the fluctuating drag coefficient. (Uncer
tainty in Col: less than ±3 percent.) 

the figures, CLj and Cor are most suppressed as in the case of 
the time-mean drag when the control cylinder is located near 
the outer boundary of the shear layer representing the maxi
mum velocity. However, unlike the case of the time-mean drag, 
when the control cylinder is located on the outside of the outer 
boundary of the shear layer in vicinity of the rear end of the 
square prism, CLf and CDf show a larger value compared to 
the value without the control cylinder. This is most likely due 
to the fact that the shear layer is forcibly bent by the control 
cylinder and rolls up strongly into the vortex formation region, 
so that the concentration of vortices is intensified. In general, 
the change in characteristics of the flow in the vortex formation 
region also affects the base pressure which dominates the drag. 
However, as indicated in Fig. 4 in section 3.2, when the control 
cylinder is located in these positions, no considerable increase 
is recognized in CD. The reason for this is not clear at the 
present time since the relation between the base pressure and 
characteristics of the flow in the vortex formation region re
mains unclear. But, it can be concluded that the time-mean 
drag is less sensitive to the change of the characteristics of the 

flow in the vortex formation region compared with the fluc
tuating fluid forces. 

The distribution of r.m.s. values of the fluctuating pressure 
coefficient Cpf on the surface of the square prism when the 
control cylinder with a diameter of d = 3 mm is placed in the 
position of S/W = 0.36 and T/W = 0.27 is shown in Fig. 6, 
together with the time-mean pressure coefficient already dis
cussed in section 3.2. Despite the control of the shear layer 
only on one side, the fluctuating pressure not only on the side 
where the control cylinder exists (AD side) but on the opposite 
side (BC side) is greatly reduced as compared to values without 
the control cylinder. The strength of the vortex (strength of 
circulation) dominated the fluctuating pressure on the surface 
of the square prism is determined by the magnitude of the 
counterbalance of the vortices with opposite rotation to each 
other carried into the vortex formation region by the shear 
layers on two sides. In other words, it is necessary to equalize 
the strength of circulation of two vortices with opposite ro
tation to each other shed from the vortex formation region in 
order to form a stable vortex street. Therefore, it can be con
cluded that the suppression of the concentration of the vortices 
in the vortex formation region based on the control of the 
shear layer on one side changes the characteristics of the shear 
layer on other side. 

Figure 12 shows the waveforms and the power spectrum 
distribution of the fluctuating lift in the cases of three patterns, 
which are (a) uncontrolled, (b) decrease in the fluctuating 
lift, and (c) increase in the fluctuating lift, with regard to the 
control cylinder of the diameter d = 5 mm. As can be seen 
from Fig. 12(b), it is noticed that the lift fluctuates almost 
regularly with time-averaged value of CL = 0.76 corresponding 
the time-mean lift despite the control of the shear layer on one 
side. Accordingly, from this result, it can be concluded that 
the vortices with equal circulation of opposite rotation to each 
other are alternately shed from the vortex formation region. 
Also, the other notable feature of the waveforms of the fluc
tuating lift is that two kinds of fluctuating lift, which are a 
large and small values, are generated intermittently as shown 
in Fig. 13. Such phenomenon exists for each control cylinder, 
for example, in case of the control cylinder with d = 5 mm, 
it is generated when the control cylinder is located at the limited 
position of S/W = 0.60, T/W = 0.24 and S/W = 1.07, 77 
W = 0.42, respectively. Thus, there exists a bistable phenom
enon when the control cylinder is located at such positions. 
As can be seen clearly from Fig .13, two kinds of the fluctuating 
lift are generated with different magnitude lasting a certain 
length of time, clearly indicating the existence of a bistable 
flow. Such a bistable phenomenon results in a small fluctuating 
lift when the shear layer bends between the control cylinder 
and square prism and a large fluctuating lift when the shear 
layer bends outside the control cylinder. The bistable pheno-
meneon is also recognized with the two square prisms and 
circular cylinders with the same dimensions are arranged in 
tandem (Sakamoto and Haniu, 1988; Arie et al., 1983). How
ever, the fact that the bistable flow is generated despite the 
considerable difference in size between the square prism and 
the control cylinder and the staggered arrangement as in the 
present study is noteworthy. From this result, it is considered 
that the fluid forces of the bluff body with the separated flow 
are mainly dependent on the characteristics of a very thin region 

• in the shear layer. Thus, some methods that have been pre
sented to evaluate the fluid forces by representing the separated 
shear layer as one free-streamline (Parkinson, 1970) are con
sidered to be adequate. 

Figures 14 and 15 show the distributions of the minimum 
values (CLf)mm and (CDj)mia at each section S/W when the 
diameter of the control cylinder is changed. From these results, 
when the control cylinder exists in the vicinity of S/W = 
0.8 — 1.0 where the shear layer is supposed to start the rolling-
up into the vortex formation region, the fluctuating lift and 
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Fig. 13 Waveform and power spectrum of the fluctuating lift for bistable 
flow 

drag are suppressed most. In the case of the control cylinder 
with a diameter of 6 mm, for example, the maximum reduction 
rate of CL/ and CDf of the square prism caused at S/W = 0.95 
and T/W = 0.44 are reached to about 95 and 75 percent, 
respectively. Therefore, it is possible almost to suppress the 
fluctuating forces completely by setting the control cylinder 
with the diameter d = 6 mm (d/W = 0.14) on one side of 
the square prism. It is also indicated that the control of the 
shear layer is more effective to the unsteady fluid forces rather 
than the steady fluid forces. Furthermore, the positions of the 
control cylinder for optimum suppression of the fluctuating 
lift and drag are the same the time-mean drag. Accordingly, 
the lateral distance T/W of the control cylinder in direction 
normal to the flow can be estimated from Fig. 9. 

3.4 Strouhal Number and Classification of Flow Pattern. 
Figure 16 show the Strouhal number St (=fcW/U0, fc: fre
quency of vortex shedding) obtained by the spectrum analysis 
of the fluctuating lift as a ratio to St = 0.128 for the uncon
trolled square prism in the form of equi-Strouhal-number lines. 
When the control cylinder is located along the outer boundary 
of the shear layer where the fluid forces are most reduced, the 
Strouhal number increases. This is because the growth of the 
shear layer is prevented, so that the rolling-up of the shear 
layer weakens. Namely, since the rolling-up of the shear layer 
is weakened, the width of the wake decreases, so that the 
Strouhal number increases eventually. Also, when the control 
cylinder is located outside the outer boundary of the shear 
layer where the fluid forces are large, the width of the wake 
increases because the rolling-up of the shear layer is intensified, 
so that the Strouhal number decreases. 

No control 
Diameter of control 
cylinder 

d = 3 mm 
d= A mm 
d= 5 mm 

. 0 d = 6 mm 
T/W:Reference to 
Fig.9 for relationship 
between S/W and T/W 

I 

S/W 2-0 

Fig. 14 Minimum values of the fluctuating lift coefficient at each sec
tion S/W for change in diameter of the control cylinder. (For further 
information, see the caption of Fig. 10.) 

S/W 
Fig. 15 Minimum values of the fluctuating drag coefficient at each 
section S/W for change in diameter of the control cylinder. (For further 
information, see the caption of Fig. 11.) 

Based on the Strouhal number mentioned above and the 
change in fluid forces mentioned in section 3.2 and 3.3, the 
change in position of the shear layer, i.e., its deformation due 
to the difference in position of the control cylinder, is roughly 
classified into three patterns shown in Fig. 17. Namely, Pattern 
A is that the shear layer behaves like that observed for the 
uncontrolled square prism owing to the fact that the control 
cylinder is located inside the outer boundary of the shear layer 
where there is no effect of the control cylinder, Pattern B is 
that the position of the rolling-up of the shear layer recedes 
downward, so that the width of the wake becomes more narrow 
owing to the fact that the control cylinder is now located along 
the outer boundary of the shear layer, and Pattern C is that 
the shear layer is forcibly bent by the control cylinder when 
it is located outside the outer boundary of the shear layer, so 
that the strength of the rolling-up of the shear layer is inten
sified. 

4 Conclusions 
The objective of this paper is to investigate the suppression 

of fluid forces on a square prism by controlling the separated 
shear layer on one side of the square prism. The control of 
the separated shear layer is established by means of a small 
circular cylinder. The main results of the present study may 
be summarized as follows: 

(1) The maximum reduction of the time-mean drag and the 
fluctuating lift and drag is found to be induced when the control 
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Fig. 16 Equi-line diagram of the Strouhal number. (Uncertainty in S^ 
less than ± 3 percent.) 
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Fig. 17 Locus of the shear layer (maximum velocity positions) due to 
the change in position of the control cylinder 

cylinder is located near what would ordinarily be considered 
the outer boundary of the shear layer. 

(2) Since the control of the shear layer is more effective in 
suppressing the unsteady fluid forces rather than the steady 
fluid forces, the unsteady fluid forces are more sensitive to the 
change of the position and strength of the rolling-up of the 
shear layer into the vortex formation region compared with 
the steady fluid forces. 

(3) When the control cylinder with the diameter of d = 6 
mm, which is considerable small compared to the size of the 
square prism, is located at the outer boundary of the shear 
layer, it is found that the maximum reduction of the time-
mean drag is 30 percent, and the maximum reductions in the 
fluctuating lift and drag are approximately 95 and 75 percent, 
respectively. 

(4) Based on the results of the observation of the waveforms 
and the spectrum analysis of the fluctuating lift, it is found 
that vortices with equal circulation and opposite rotation to 
one another are alternately shed from the vortex formation 
region despite the control of the shear layer on one side. 

(5) Since the fluid forces are most suppressed when the 
control cylinder is located in a limited region near the outer 
boundary of the shear, it can be concluded that the fluid forces 
acting on the square prism are mainly dependent on the char
acteristics of a very thin region in the shear layer. 
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Numerical Computation of Laminar 
Separation and Reattachment of 
Flow Over Surface Mounted Ribs 
Numerical results are presented concerning the fluid characteristics of steady-state 
laminar flow over surface mounted ribs. Computations are carried out using a false 
transient stream function-vorticity form. The effects of the aspect ratios {width-to-
depth) of the ribs and Reynolds numbers as well as initial boundary-layer thickness 
on entire flow field, separated region, and reattachment length are presented and 
discussed. The computed reattachment distance compares reasonably well with those 
data reported by previous studies. A correlation is provided in terms of the rib 
aspect ratio, Reynolds number, and the ratio of boundary-layer thickness and rib 
height. The pressure drop is excessive along the upstream vertical step face and it 
recovers thereafter, which agrees qualitatively with those of the previous studies for 
the flow over backward-facing steps. 

Introduction 

This paper concerns numerical computations of a type of 
separated and reattached flow that is associated with the plane 
laminar flow over surface mounted ribs. Such a flow field is 
complicated because two and possibly three separated regions 
exist. The first region starts from the upstream wall near the 
rib and reattaches on the front wall of the rib, which is often 
located below that corner; the second region separates from 
the rear wall and reattaches on the downstream wall. A third 
recirculating region, attached to the top of the rib, may exist 
under certain conditions. After the last region, the flow reat
taches, the boundary layer redevelops, and the flow is laminar 
thereafter. Furthermore, the pressure gradient across the rib 
is extremely large and the Nusselt number increases rapidly to 
a high value. The objective of the present study is to explore 
the details of the flow field, including separated as well as 
reattached length and the rapid change in pressure. 

The work is motivated from recent development in the cool
ing of electronic equipment and gas cooled reactors, as well 
as in high performance heat exchanger where more quantitative 
information on pumping requirements in separated/reattached 
flow regions is needed (see, for example, Buller and Kilburn 
(1981), Wirtz and Dykshoorn (1984), and Hsieh (1988)). Stud
ies of the topic in the literature are very few, especially for the 
laminar case. More recently, Hsieh and Huang (1987a,b) com
puted laminar flow field over an isolated rib using finite-dif
ference formulation for primitive variables. The rapid change 
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in pressure and the heat transfer characteristic were reported. 
The pressure was found to drop rapidly immediately down
stream of the front face of the rib followed by a steady re
covery. The heat transfer coefficients were obtained for a rib 
aspect ratio (width/height) of w/s = 1 , 2 , and 4 at different 
Reynolds numbers covering the range 63.5 < Re5 < 254. 
However, details of the flow field such as pressure distribution 
across the rib as well as the separated and reattached length 
for the upstream separation region were not presented in Hsieh 
and Huang (1987a). Moreover, the effect of the initial bound
ary layer thickness was not examined. 

In the present study, we consider the fully laminar situation 
in which not only the flow approaching the rib is laminar, but 
the flow in both separated as well as in the reattached, rede
veloping boundary layers is laminar. In addition, the plate 
upstream of the rib is assumed to have a finite length so that 
the boundary-layer thickness at the rib becomes a parameter 
that must be reckoned with. 

In the present computation, the finite difference scheme 
using a false transient stream function/vorticity form is 
adopted. This choice is made in view of numerical difficulties 
reported by Baker (1977), who applied the primitive variable 
approach to turbulent flow over the forward step. Numerical 
difficulties could be understood in view of large pressure gra
dient in the field and the way by which the pressure and the 
continuity equation are treated. This treatment introduces first 
order errors, which may seriously affect the process of con
vergence. Large vorticity gradients are also expected near the 
convex corners. The vorticity equation, however, is of second 
order and no first order errors will be introduced in the com
putations. 

It was suggested by Baron et al. (1986) that the power law 
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Fig. 1 Schematic of domain of calculation 

scheme with a new wall-vorticity boundary condition to be 
described later can be applied to a forward facing step problem 
with success. This combination would give stable results for 
various Reynolds numbers, the convergence criterion (0) for 
all unknowns being set to 0.001. The scheme is therefore used 
for the present computation. 

Mathematical Formulation 
In this study, the two-dimensional, steady, laminar incom

pressible Navier-Stokes equations are solved numerically in 
terms of vorticity u and stream function tj/. The false transient 
stream function equation is written as 

and the conservation equation for vorticity is 

dco 

~dt~ 

The normalizing factors for length, velocity, and time are 
the height of the rib s, the uniform approaching velocity U0, 
and s/U0, respectively. The velocity is related to the stream 
function by 

+ co (1) 

dco dco 1 /d2co d2co\ 
Ute + V^YeW+tf) (2) 

dy dx 
(3) 

The transient term (6ty/67 ) appearing in equation (1) is a 
fictitious one, i.e., the intermediate results can by no means 
be considered as a transient solution. Detailed discussion on 
this false transient approach is provided by Mallinson and 
Davis (1973). 

The surface pressure can be found by applying the nonslip 
boundary condition at the wall to the Navier-Stokes equations. 
They become 

dp 1 dco dp 1 dco 
d x = ~ R e d y ' dy = Re ~dx 

(4) 

wherep = (p-p0)/pUl is the pressure coefficient. Tradition
ally (see Roache (1972)), this requires the solution of a Poisson 
equation for the pressure with Neumann boundary conditions 
evaluated from the velocity solution. However, the pressure 
is often required only on the surface of the rib considered 
which forms the boundary of the computational domain (see, 
for example, Roache (1972), Fletcher and Srinivas (1983), Baron 
et al. (1986)). The surface pressure can thus be obtained by 
integrating equation (4), with respect to x and y which gives 

p=-v-\^dx+p^ 
dco 

J*o dy 

Re 
' dco 

l̂ o dx 
dy+p(y0) 

(5) 
The boundary conditions are prescribed for the computa

tional region indicated in Fig. 1. The approaching flow is of 
uniform velocity U0. The distance from leading edge to the rib 
front face, x0, is a parameter controlling the thickness of the 
approaching boundary-layer on the separation regions; the 
boundary-layer thickness, d, is calculated from the relation 
for laminar boundary layer on a flat plate 

(6) d/s = 5\/xo/s/Rss 

d = 

G« = 

H = 

LrA = 

Nomenclature — 
boundary layer thickness at 
the location of the rib 
computed in its absence 
(equation (6)), cm 
the value of a function and 
the subscripts refer to iter
ation number 
height of top boundary, 
cm 
length of downstream 
boundary, cm 
dimensionless reattachment 
length 

Po = 

P = 

Re, Res = 

5 = 

T = 
T0 = 
U0 = 

u,v = 
w = 

freestream pressure, N/m2 

dimensionless pressure, 
(p-po)/.pU2

0 

Reynolds number based on 
rib depth 
rib depth, cm 
rib wall temperature, °C 
freestream temperature, °C 
freestream velocity, m/s 
velocity in x and y direc
tions, respectively, m/s 
rib width, cm 

•*b = 

P = 
CO = 

* = 
13 = 
a = 

Subscript 
D = 
s = 

distance of leading edge 
from the rib, cm 
density, kg/m3 

dimensionless vorticity 
stream function 
maximum residual 
the ratio of two adjacent 
grid size 

distance 
step height 
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The downstream boundary is situated far from the rib (LD = 
30s), so the gradients of the variables along the streamwise 
direction can be considered to be negligible. The upper free-
stream surface is also away from the plate (//=29s), so the 
region is sufficiently large to give computational results that 
are size independent. On the solid walls of plate and rib, the 
non-slip condition applies. 

As stated in Baron et al. (1986), it is critical to approximate 
the boundary condition for vorticity at solid wall especially 
for solving the gradients of pressure and vorticity in the vicinity 
of the rib. To avoid the numerical instability contributed by 
these great gradients, a method developed by Baron et al. (1986) 
based on an accurate description of non-slip wall condition to 
improve the traditional wall vorticity boundary condition has 
been utilized. Consider three grid points near the wall (see Fig. 
2), the wall vorticity at the point closest to the wall can be 
computed from the continuity equation 

V \p2 = - "2 (7) 

On the wall, the non-slip condition must be satisfied, i.e., 
(d\j//dy)\ = 0. Practically, this is done by a three-point backward 
finite difference scheme for the first derivatives. For Fig. 2 
one can select, 

di 1 
by)x a ( l+a)Ay 

— ^ia(2 + a) 

+ Ml+c*)2-M+0(Ay2) = 0 (8) 

where a is the ratio of two adjacent grid size. 
The computing process proceeds as follows: I/- and co are 

calculated by iteration in the regular manner all the way down 
to point 3 (see Fig. 2). The value of \j/2 is obtained by solving 
equation (8) with i/-, given on the boundary and i/»3 from the 
last iteration. Finally, with the new value of \j/2 available, u2 

is obtained from equation (7). In this procedure, the nonslip 
condition is forced on the system to the extent of the accuracy 
of the expression given in equation (8). No wall vorticity u>i is 
really needed. To omit the term dco/9y from the Taylor's ex
pansion in deriving the traditional wall vorticity boundary 
conditions does not force the nonslip condition on the system. 
In this way the use of the value of co at the corner was avoided 
and the true singular character of variation of co around the 
corner was maintained. 

Numerical Procedure 
The alternating-direction-implicit (ADI) method was used. 

The ADI formulation of the governing equations is a tridi-
agonal matrix that can be solved readily using the Thomas 
algorithm. ADI was preferred over other methods because it 
allows relatively larger time steps. Furthermore, it has second-
order accuracy and its weak stability conditions are easier to 
satisfy. The instabilities are caused by convection terms of 
equation (2). In order to improve the instability, the nonlinear 

terms were evaluated using the power law scheme provided by 
Patankar (1980). There is an additional point that should be 
mentioned about the numerical procedure. With the grid struc
ture used, the external corner points, points G and F in Fig. 
1, of the rib are grid points and the vorticity is singular there. 
Although the corner points H and E are also grid points, the 
vorticity is not singular there and in any case the value of the 
vorticity at these points does enter the calculation. 

It is found that the numerical solutions are sensitive to the 
size of the region A'BCDEFGH (see Fig. 1), as well as to the 
grid distribution. Several region sizes are tested using a given 
grid distribution. The final size is selected after no significant 
change is observed in the solution. Next, tests of various non
uniform grid systems are made for 70x50, 75x55, 85x60, 
90 x 65, and 95 x 70, respectively, and a choice of the final grid 
distribution, 85 x 60 is sufficient to provide a surface pressure 
at sharp corner (F and G in Fig. 1) that is independent of the 
grid size (less than 3 percent difference between 85 x 60 and 
90 x 65), and which can be seen from Fig. 3(a). The finest grid, 
of dimension 0.02s, is located adjacent to the wall, and the 
sizes of other grids are chosen such that each is within 125 
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percent of the next grid in order to avoid abrupt changes and 
to obtain convergence. In 85 x 60 grid system, the ratio of two 
adjacent grid size (a) is 1.239. Figure 3(b) shows that the surface 
pressure distribution at the neighborhood of the front convex 
corner of present data (at d/s = 0.5, Res = 250) and those 
of Baron et al. (d/s = 0.516, Res = 100, forward-facing step) 
and those of Fletcher et al. (at Res = 160, forward-facing 
step). Figure 3(c) shows that the surface pressure distribution 
at the neighborhood of the rear convex corner of the present 
data (at Res = 250) and those of Fletcher et al. (at Rê  = 126 
and 253). 

The effect of the sharp corner vorticity singularity on the 
pressure solution is very important (also it is quite sensitive to 
the normal vorticity gradient term in equation (5)). To obtain 
the vorticity at the sharp corner F and G (see Fig. 1), several 
averaging methods using the value of its neighboring node are 
tested. The calculated surface pressure value varies within 5 
percent. A comparison with other articles as shown in Fig. 
3(b) and (c) shows that the present results behave very well. 
The final choice of the computation is based on the linear 
relation with the node north next to the sharp corner. 

A variable G is said to be convergent if its residual is smaller 
than a pre-assigned value. The residual is defined as 

P = 
max 
/. J 

(9) 

when n refers to the nth iteration and i, j stands for the node 
position. In the above expression, the residual /3 represents the 
maximum value throughout the computational region, the 
preassigned maximum residual value is 0.001 for all cases. It 
was found that the first guess of the flow field is not of an 
essential importance as described in the literature. The relax
ation parameters were set to 0.3 and the false time increment 
to 0.52. No internal iterations were performed. The present 
numerical calculations were performed on a CDC Cyber 840A 
at the computer center of National Sun Yat-Sen University. 

Results and Discussion 
The computational results for the region ABCDEFGH in 

Fig. 1 are presented in this section. The assumption of steady 
flow was tested first. It was found that for a Reynolds number 
over 400 no steady solution could be achieved. The values of 
the various dimensions and boundary conditions as well as the 
relevant parameters are given in Table 1. For the total 48 cases 
studied herein, Table 2 gives the salient features regarding the 
flow over a surface mounted rib. The physical interpretations 
of the relevant parameters are illustrated in Fig. 4. In general, 
it is found that both Lfl and Lf2 are really independent of 
w/s; both Lul and Lu2 are solely dependent on d/s. Fur
thermore, separation bubble exists on the top of the rib only 
for boundary-layer thickness less than 40 percent of the rib 
height. Lr4 increases as Reynolds number and d/s increase. 
However, it decreases as w/s increases. Detail physical expla-

Table 1 Geometry parameters and boundary conditions 

parameters 

boundary 
conditions 

s 
w 

H 
LD 
Xo 
Top boundary 
d/s 
w/s 
Res 

plate surface 
rib surface 
upstream 
downstream 
free surface 

height of the rib, 1.27 cm 
width of the rib, 1.27, 2.54, 3.81, 
5.08 cm 
29s 
30s 
1.6 ~ 29.3 (cm) 
Free 
0.4, 0.5, and 1.2 
1,2, 3, and 4 
200, 250, 300, and 400 

i/< = 0, o>=-d2t/dy1 

<P = 0,oi= -d^/dn1 

0=_y, „i = d2\P/dx2 

d2t/dx2 = 0,du/dx = 0 
d2^/dy2 = 0,oi = 0 

nation of the aforementioned findings will be given in the 
forthcoming section. 

The Flow Field and Surface Pressure. Figure 5 shows typ
ical contour plots of the dimensionless stream function for the 
case of d/s = 0.4 and w/s = 4 and at the different Reynolds 
number 200, 250, 300, and 400. It is seen from the figure for 
Re, = 250 that the approaching flow streamlines are curved 

Table 2 Tabulated calculated results of relevant parameters 

Re 

20C 

250 

300 

400 

d/s 

0.4 

0.5 

1.2 

0.4 

0.5 

1.2 

0.4 

0.5 

1.2 

0.4 

0.5 

1.2 

w/s 

1 

3 

3 

4 

Lfl 

0.3304 

0.3300 

0.3298 

0.3299 

0.4801 

0.4789 

0.4784 

0.4785 

1.1769 

1.1643 

1.1622 

1.1643 

0.4097 

0.4091 

0.4088 

0.4088 

0.5866 

0.5854 

0.5849 

0.5850 

1.3333 

1.3180 

1.3150 

1.3171 

0.4927 

0.4922 

0.4919 

0.4920 

0.7290 

0.7265 

0.7255 

0.7256 

1.4925 

1.4725 

1.4665 

1.4680 

0.6292 

0.6280 

0.6274 

0.6275 

0.8975 

0.8938 

0.8919 

0.8920 

1.9325 

1.9034 

1.8966 

1.8986 

Lf2 

0.2109 

0.2106 

0.2104 

0.2105 

0.2772 

0.2766 

0.2763 

0.2765 

0.5372 

0.5350 

0.5345 

0.5350 

0.2473 

0.2466 

0.2463 

0.2465 

0.3232 

0.3227 

0.3225 

0.3226 

0.5686 

0.5652 

0.5644 

0.5649 

0.2716 

0.2713 

0.2711 

0.2712 

0.3757 

0.3743 

0.3737 

0.3739 

0.6016 

0.5997 

0.5991 

0.5993 

0.3225 

0.3223 

0.3219 

0.3219 

0.4198 

0.4188 

0.4184 

0.4184 

0.6476 

0.6445 

0.6438 

0.6441 

Lul 

0.2077 

0.2451 

0.2739 

0.2519 

0.4561 

-
-
-
-
-
-
-

0.2316 

0.2658 

0.2947 

0.2716 

0.5519 

-
-
-
-
-
-
-

0.2411 

0.2752 

0.3080 

0.2877 

0.4538 

-
-
-
-
-
-
-

0.2482 

0.2835 

0.3202 

0.2995 

0.4802 

-
-
-

-
-
-

Lu2 

-
1.3988 

1.1891 

1.2975 

-
-
-
-
-
-
-
-
-

1.4294 

1.1980 

1.2891 

0.8411 

-
-
-
-
-
-
-
-

1.5057 

1.2506 

1.3293 

-
-
-
-
-
-
-
-
-

1.6575 

1.3711 

1.4289 

-
-
-
-
-
-
-
-

Lrl 

-
1.0110 

0.9919 

0.9823 

-
1.0054 

0.9975 

0.9862 

0.9961 

0.9903 

0.9870 

0.9838 

-
1.0182 

0.9969 

0.9844 

1.0000 

1.0053 

0.9997 

0.9877 

0.9948 

0.9902 

0.9872 

0.9842 

-
1.0248 

1.0003 

0.9868 

-
1.0114 

1.0010 

0.9928 

0.9996 

0.9928 

0.9887 

0.9853 

-
1.0397 

1.0014 

0.9913 

-
1.0103 

1.0010 

0.9935 

0.9924 

0.9897 

0.9875 

0.9848 

Lr2 

0.1198 

0.0892 

0.0752 

0.0677 

0.1099 

0.0843 

0.0748 

0.0674 

0.0757 

0.0670 

0.0590 

0.0556 

0.1261 

0.0977 

0.0794 

0.0742 

0.1139 

0.0892 

0.0780 

0.0737 

0.0785 

0.0731 

0.0652 

0.0604 

0.1344 

0.1070 

0.0841 

0.0773 

0.1192 

0.0967 

0.0821 

0.0766 

0.0860 

0.0772 

0.0737 

0.0705 

0.1506 

0.1149 

0.0954 

0.0840 

0.1317 

0.1081 

0.0895 

0.0818 

0.0894 

0.0801 

0.0764 

0.0745 

Lr3 

0.1227 

0.0903 

0.0771 

0.0675 

0.1129 

0.0856 

0.0767 

0.0671 

0.0771 

0.0666 

0.0595 

0.0561 

0.1291 

0.0983 

0.0812 

0.0760 

0.1170 

0.0903 

0.0798 

0.0755 

0.0798 

0.0749 

0.0652 

0.0606 

0.1373 

0.1085 

0.0858 

0.0790 

0.1222 

0.0972 

0.0837 

0.0783 

0.0869 

0.0789 

0.0756 

0:0699 

0.1578 

0.1158 

0.9650 

0.0856 

0.1349 

0.1116 

0.0908 

0.0834 

0.0904 

0.0818 

0.0783 

0.0763 

Lr4 

10.1899 

9.2671 

8.0901 

7.3400 

12.7902 

11.8720 

10.6898 

9.7093 

15.1714 

13.8845 

12.9269 

12.1524 

11.2756 

10.5908 

9.4676 

8.5754 

13.7911 

13.0930 

12.0041 

11.0271 

16.0800 

14.8959 

13.9606 

13.1955 

12.3485 

11.8382 

10.8437 

9.8999 

16.0760 

15.5515 

14.6155 

13.6662 

17.2317 

16.0650 

14.9662 

14.2859 

14.0149 

13.7816 

13.0499 

12.1548 

16.8633 

16.5136 

15.7691 

14.9530 

18.1335 

17.1781 

16.3414 

15.6010 
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Fig. 4 Different separated flow illustration and relevant parameters 

and densely packed near the upstream protruding corner of 
the rib. One can treat the streamline \p = 0 as the dividing 
streamline, this boundary separating the main flow and recir
culating region. Because of the adverse pressure gradient, the 
flow is not able to follow the solid surface and three separation 
regions result. The one on the rib top, short and shallow, 
bounded by a dividing streamline and the upper surface of the 
rib, starts at a distance of Lul = .2716 (see Table 2) and ends 
at reattachment point Lu2 = 1.2891 (see Table 2). The second 
separation bubble located at the upstream front corner has a 
smaller size, extending a short separation distance Lfl = 0.4088 
(see Table 2) and short reattachment distance Lf2 = 0.2465 
(see Table 2). The third separation bubble just right after the 
corner of the rear rib is larger in size, extending a long reat
tachment length Lr4 = 8.5754 (see Table 2). In the separation 
regions the stream function assumes negative values, most 
smaller than - 1.0 x 10~4, and its value is zero on the dividing 
streamline and on the solid surface. Results for these cases are 
illustrated by the stream function contours for d/s — 0.4 and 
w/s = 4 at Res = 200, 250, 300, and 400, which also show 
that the streamwise length of the third separation eddy appears 
to increase linearly with Res. 

Figure 6(a) shows the dimensionless vorticity distribution 
for Res = 250, d/s = 1.2, and w/s = 4. It is seen that the 
vorticity which is very strong near the corners of the rib is 
swept and transported into the recirculation region. In addi
tion, the decay of vortex strength in the transverse direction 
is rather fast compared with that in the streamwise direction 
Within the recirculation regions, the value of the vorticity 
changes sign when one follows a closed streamline. The vor
ticity contours originated near upper corners of the rib for the 
up/downstream of the rib which agrees well with those of 
previous studies for a backward facing step (Aung et al., 1985) 
and a forward facing step (Baron et al., 1986). It appears that, 
for a fixed rib size, an increase in Reynolds number would 
lead to an increase in the vortex strength (not shown here). 
This is because the Reynolds number increase designates an 
increase in the velocity, which in turn implies a smaller initial 
boundary layer thickness at the rib. Thus, a smaller initial 
thickness gives rise to higher vorticity values in the separated 

Fig. 5 Streamlines distributions at d/s = 0.4 and w/s = 4.0 for Res = 
200, 250, 300, and 400 

region. This can be roughly seen in Fig. 6(b) from vorticity 
distribution when the flow passed over the rib at d/s = 0.5 
and w/s = 1 for different Reynolds numbers. Figure 7 shows 
that the values around external corners (points G and F of 
Fig. 1) have been found singular there. On the other hand, the 
values around internal corners (points H and E of Fig. 1) are 
not singular which also confirms the results of the previous 
studies for flow over cavities and backward facing steps 
(Fletcher and Srinivas (1983)). 

Figure 8(a) is the surface pressure for cases Res = 250, 
w/s = 3 for different values of d/s. In the pressure distribution, 
x/s = 0 is the lower corner of front face of the rib. From the 
leading edge, the pressure drops rapidly to a certain level. For 
d/s = 0.4 and 0.5, as the front face approaches in separated 
flow regions, the pressure rises to a local maximum. This occurs 
at the reattachment point of the upstream separated flow on 
the front surface. A steep drop in the remaining of the front 
face follows. The minimum pressure exists at the upper corner 
of the front face, where the velocity is the largest. On the upper 
surface, the pressure increases. Further downstream, over the 
separated flow region behind the rear face, the surface pressure 

, changes little until it approaches the reattachment point. Near 
the reattachment point, the pressure raises and then no obvious 
changes occur thereafter. This change becomes moderate as 
d/s increases. This is because the approaching boundary layer 
carries less momentum as d/s gets larger. The plot of Fig. 8(b) 
shows that the surface pressure changes little between upstream 
and downstream of the rib for w/s = 1, 2, 3, and 4. This 
strongly suggests that the rib width induces no significant 
changes to the flow for d/s = 1.2 in which the boundary layer 
embraces the rib. In addition, the pressure distribution along 
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the rib surface at d/s = 0.4 was plotted for different Reynolds 
numbers (Fig. 8(c)). As expected, the trend of the pressure 
distribution is similar to those of Figs. 8(a) and 8(b). it was 
also found that the Reynolds number would not affect the 
pressure distribution upstream as significantly as downstream 
of the rib. 

The Size of Separated Regions. The ratio d/s is an important 
parameter that influences the size of the separated regions. 
For d/s = 0.4, w/s = 1, 2, 3, 4, the upper separated region 
exists; for d/s = 0.5, it exists only for w/s = 1, and there is 
no upper separated regions for d/s = 1.2 from Table 2. The 
trend may be explained using the surface pressure distribution 
illustrated in Fig. 8(a). For d/s = 0.4, the approaching bound
ary layer carries somewhat less momentum and is not able to 
negotiate the pressure force, resulting in an additional sepa
rated region on the top of the rib. However, in the case of 
d/s = 1.2, the pressure gradient at the protruding corner of 
the front face becomes so mild that the upper separated region 
on the top of the rib vanishes, leaving two lower separated 
regions upstream and downstream of the rib, respectively. For 
w/s = 1, it is found that the upper separated flow combines 
with the rear face downstream reattached flow. It forms a 
negative stream function region covering the rear face and 
most of the upper face which indicates that w/s is important 
to the shape of the downstream separated flow. 

The quantity w/s has no effect on the upstream flow field. 
Consequently, the upstream separated flow size seems to be 
depended solely on the Reynolds number and initial boundary 
layer thickness. Figures 9(a) and 9(b) show the typical plots 
of separation and the reattachment point location for the up
stream separated flow, respectively, for w/s = 3. In Fig. 9(a), 
the separated flow size increases with both Reynolds number 
and initial boundary layer thickness. Figure 9(b) shows the 
same trend as Fig. 9(a) but the Lf2 value of the corresponding 
Reynolds number becomes smaller a bit. Most existing liter
ature (e.g., Baron et al. (1986) and Fletcher et al. (1983)) on 
forward/backward facing steps indicates that the reattachment 
distance is related to the system and flow parameters in a rather 
complicated way. 

Figure 10(a)-(c) shows the changes of the reattachment length 
of the downstream bubble at d/s = 0.4, 0.5 and 1.2 for dif
ferent w/s. The reattachment length increases by increasing 
Reynolds number and decreasing w/s. As expected, the cal
culated results can not be represented by a single curve. Fur-
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Fig. 8 Pressure distributions along rib surface (a) wis = 3 and Res = 
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thermore, the relationship between Lr4 and Res is nearly a 
linear one for any given rib shows in Fig. 10(c). Figures 10(a)-
(b) present the reattachment distances versus Res at different 
d/s for w/s = 1 and w/s = 4, respectively, in which it is found 
that the rate of increase of the dimensionless reattachment 
length is nearly the same for the Reynolds number and d/s 
investigated, it also indicates that, for greater d/s, the flow is 
so slow in the vicinity of the rib that the reattachment length 
is increased. Those are quite different from the case of Aung 
et al. (1985) for the backward facing step. They indicated that 
the curves seem (not shown here) to intersect in the extrapolated 
Reynolds number in their study. However, this phenomenon 
did not occur here. This is because the rate of increase of the 
dimensionless reattachment length is greater at lower values 

— i — 
200 300 

Re. 

100 
1— 

300 
Re. 

(b) 

Fig. 9(a) Lfl versus Re, at wis = 3 (b) Lf2 versus Res at wis = 3 

of the Reynolds number and at higher values of d/s for Aung's 
paper. 

Figure 10(a) and 10(6) also display the data of Hsieh and 
Huang (1987a) for d/s = 0.5. In general, the present results 
are in good agreement with those of Hsieh and Huang (1987a) 
at low Reynolds numbers. On the other hand, Hsieh and Huang 
predicts lower results than the present results at higher Reyn
olds number. It is also found (Fig. 10(a)), that the present 
computation yields results of reattachment length that are 

. higher than those of Hsieh and Huang (1987a). The influence 
of the approaching boundary layer thickness on the reattach
ment distance was investigated by plotting the dimensionless 
Lr4 against d/s as shown in Fig. 11. The influence of the 
boundary layer thickness is most pronounced at the highest 
Reynolds number and at the smallest w/s. As the Reynolds 
number is reduced, so is the slope of the curve. An increase 
of the approaching boundary-layer thickness results in an in
crease of the axial extent of the downstream bubble. For prac
tical applications the aspect ratio of the rib is a very important 
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Fig. 10 Lr4 versus Res and comparison with Hsieh and Huang (1987a) 

parameter which should be taken into consideration. It is found 
that Lr4 would be reduced as w/s increases for all cases studied 
(see Table 2). No fully satisfactory explanation is forthcoming 
at this stage. 

Correlation of Reattachment length With Parameter (Re„ 
d/s, w/s). It can also be found in Fig. 10(c) that the curves 
exhibit a definite distribution and the slope of each curve 
approximately the same. This indicates that there exists at least 
a length scale, either d/s or w/s. Keeping d/s constant, the 
relationship between Lr4/(Rej)0'608 and w/s can be found. As 

d/s 

Fig. 11 Relationship of Lr4 and d/s 

-
f - - - * \ L,4-0.539(Re.)°6°8(w/s)-

, ,- ,4,(d/S)0"5 

I I I ' 
1 

d/s 

Fig. 12 Analytical correlation of Lr4 

expected, the slope of the present four curves for w/s = 1 , 2 , 
3, and 4 are nearly the same within the ±9.95 percent to the 
raw numerical data (not shown here). This again suggests that 
the three curves may collapse into a curve as long as the length 
scale w/s is carefully chosen. Fig. 12 shows that results of 
which the Lr4 can be directly correlated with three parameters 
of Re„ d/s and w/s in the following form 

Lr4 = 0.539(Res)
0-608 (w/s)"0-"1 (d/s)0-275 

Each power dependence on the parameter strongly suggests 
that the downstream reattachment length (Lr4) is mainly af
fected by these parameters. 

Conclusion 
The present theoretical analysis of laminar flow over surface 

mounted ribs has made it possible to examine for the first time 
the effect of a number of parameters. The influence of Reyn
olds number, initial boundary-layer thickness, and the aspect 
ratio (width-to-height ratio) of the rib to the flow field over 
a surface mounted rib as well as to the changes of the surface 
pressure was examined and discussed. It was found that in
creasing the Reynolds number means the velocity is increased 
(if viscosity keeps constant) which makes the separated flow 
region expand and the separation flow strength gets stronger. 
Increasing d/s indicates boundary-layer being thicker and the 
velocity becoming smaller in the vicinity of the rib. This makes 
the separated flow region expand, but the strength of vorticity 
small. 
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The ratio w/s does not influence the upstream flow field, 
but it is an important parameter to the shape of the separated 
flow and it appears that there have a lot to be further discussed. 
For instance, the relation exists between separation bubbles 
and w/s as well as in what range of Reynolds number there is 
a third separation bubble on the top of rib. 
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A Numerical Analysis of Pulsating 
Laminar Flow Through a Pipe 
Orifice 
A- study of laminar pulsating flow through a 45 degree bevel pipe orifice was per
formed using finite-difference approximations to the governing stream function and 
vorticity transport equations. The distance from ( - oo) to (+ oo) was transformed 
into the region from (-1) to ( +1) for the streamwise coordinate. Solutions were 
obtained for orifice bore/pipe diameter ratios of 0.2 and 0.5 for bore Reynolds 
numbers in the range from 0.8 to 64 and Strouhal numbers from 10~5 to 102. Stream 
and vorticity function plots were generated for all cases and the time-dependent 
discharge coefficient waws computed and averaged over a cycle of pulsation. The 
numerical solutions agree closely with available experimental data for steady flow 
discharge coefficients. The results show that the effects of pulsation on the discharge 
coefficient can be correlated by using the product of the orifice bore Reynolds and 
Strouhal numbers. 

Introduction 
Orifice meters are used in a number of flow measurement 

applications. These applications include liquid, vapor, and 
some multiphase flow measurements. Many of these flows are 
unsteady or pulsating. A pulsating flow has a repetitive flow 
rate variation over a small time interval. Pulsation affects the 
performance of the orifice meter since it causes a pressure 
differential across the orifice which differs from the pressure 
differential which would be observed for the same steady flow 
rate. The pressure differential across the orifice is important 
in the measurement of the flow and also in the design and 
analysis of a fluid system that has an orifice as one of its 
components. The prediction of the pressure differential due 
to pulsation is both of academic and practical, interest as it 
advances the understanding of the orifice and extends its op
erating range to meter flows that cannot be measured or con
trolled with confidence using steady state operational 
characteristics. 

This paper describes a numerical solution for laminar pul
sating flow through a pipe orifice and summarizes the results 
obtained for various Reynolds and Strouhal number flows for 
the two different beta-ratio, (3, orifices. These results show the 
relationship between increasing pulsation frequency and the 
differential pressure across the orifice. 

System Description 
A schematic of a pipe orifice is presented in Fig. 1. The 

orifice is a restriction in the pipe that causes a pressure dif
ferential proportional to the square of the flow rate. This 
pressure differential is due to the energy required to accelerate 

the fluid through the orifice bore and the losses due to friction. 
Variations in the velocity profile and density of the flow affect 
the pressure differential through the orifice. Additionally, for 
a given pipe diameter more energy is dissipated for a small 
diameter orifice than for a large one. Other factors that affect 
the energy loss in the device include surface roughness, dents 
in the edge of the orifice, eccentricities in locating the orifice 
in the pipe, and other mechanical variations. 

A complete study of how pulsation affects the orifice in 
combination with all other factors is beyond the scope of this 
paper. In order to limit the number of parameters, only the 
effects of frequency, Reynolds number, and the orifice^to-pipe 
diameter ratio (beta ratio) were varied in the present study. 
Unless otherwise noted in this paper the numeric Reynolds and 
Strouhal numbers are used. These numbers were obtained when 
the scaling parameters were applied to the basic flpw equations, 

In keeping with industrial standards, the orifice studied had 
a 45 deg bevel on the downstream side, with the bevel extending 
only 50 percent of the thickness of the plate. The plate thickness 
was fixed at 0.2 times the pipe radius; the pipe radius was used 
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as the length scale. Both the orifice plate and the pipe were 
taken as being circular in cross section, uniform and smooth. 
The numerical solution assumed axisymmetric flow. 

Governing Equations 
The basic equations used in this model are the Navier-Stokes 

equations. Since angular symmetry was assumed, only the ra
dial and axial equations were included (equations (1) and (2), 
respectively). Equations (1) and (2) may be combined to yield 
equation (3), the vorticity transport equation. The definition 
of vorticity, £, is given by equation (4). It is convenient to 
work with the vorticity transport equation since pressure is 
eliminated from the problem formulation. 

Dvr 

Dt~ 

Dt 

\_dp_ 
p dr + v 

1 dp . 
p dx 

dr2 

dr 

1 d 
r dr 

1 
r~ dx 

1 d d2 

r dr dx' 

21. 
Dt 

d2i i_dj_ 
;2+ - «- + 

d2l 
dr2 rdr dx2 r7 

dr dx 

(1) 

(2) 

(3) 

(4) 

The stream function, \j/, is defined by equations (5) and (6). 
The vorticity can be defined in terms of the stream function 
as in equation (7). From this formulation equations (3), (5), 
(6), and (7) define the set of basic equations required to solve 
the flow problem. , , -

Vr=-~T= (5) 
r dx 

r 

i ai 
Vx= +~^ 

r dr 

~~' d'r2 +r dr' 

d2j 

dx2 

(6) 

(7) 

Nondimensionalization of the equations is accomplished by 
applying the scaling parameters listed below. 

vx=vx/VTe! vr=vr/VK( 

x=x/R_ _ r =r/R_ 
£=£/(K ref/tf) t = lift J 

Applying these definitions to equations (3), (5), (6), and (7) 
yields the nondimensional equations (8)-(ll), respectively. 

(8) 
d£ d£ d% 

" dt dr dx r Re„ 
~d\ \di d\ f 

dr2 + rdr + dx2 r2 

1 d\P 
v'=-rTx 

1 dxP 
V*=+-rTr 

1 * = -r dr2 r dr dx2 

(9) 

(10) 

(11) 

Boundary Conditions 
The solution of this set of equations requires knowledge of 

the boundary conditions at the wall, the centerline, and ± 
infinity (see Fig. 1). The variables to be defined at these lo
cations are the two velocity components, vx and vn the stream 
function, \p, and the vorticity, £. The velocity vectors at any 
solid boundary are zero due to the no-slip condition. This 
condition along with equations (9) and (10) prescribe that the 
stream function value along a solid boundary must be a con
stant, although this value may fluctuate with time due to pul
sations in the flow rate. For convenience, the value of the 
reference velocity was chosen to force the wall stream function 
value to be unity for a parabolic fully developed velocity profile 
corresponding to the average Reynolds number of the pulsating 
flow rate. 

The condition of radial symmetry provides the information 
to determine the boundary values of variables on the centerline 
of the pipe. Symmetry, along with equation (4), determine that 
the vorticity at the centerline is zero. The radial velocity vector 
must also be zero due to symmetry. As was the case for the 
solid boundary, the stream function at the centerline must be 
a constant. However, its value will be zero. The centerline axial 
velocity vector has an unknown value which varies in space 
and time, but its derivative with respect to the radial direction 
must be zero. 

The axial velocity at ±oo is determined by equation (12), 
an analytical solution to fully developed pulsating pipe flow, 
Schlichting (1968). 

Nomenclature 

CSF 

a 
CD 

c 
1 - 5 

_z> 
D\ 

E 
F 
7 
g 

H 
i 

J = 

KAA 
KVT,_5 

a constant in equation 13 
orifice discharge coefficient 
a constant in equation (14) 
constants in the stream func
tion equation, equation (26) 
pipe diameter 
orifice plate diameter 
a constant in equation (14) 
a constant in equation (14) 
frequency 
transformed coordinate in the 
radial direction 
a constant in equation (14) 
coordinate index in the com
putational grid in the radial 
direction, and V - 1 
coordinate index in the com
putational grid in the axial di
rection 
a constant 
constants in the vorticity 
transport equation 

Units + 

none 
none 
none 
none 

inches 
inches 
none 
none 
rr- 1* 

none 

none 
none 

none 

none 
none 

m = number of grid lines between 
z = 0 and z = 1 

Pp = pulsation index or product 
_ ST^Re^, equation (30) 
P = pressure 
Q = volume flow rate 
R = pipe radius 
r = radial direction in the real 

plane 
RE, Re„ = numeric Reynolds number on 

the streamjindjyqrticity func
tion plots VxeiR/v 

Rerf, Re^ = orifice_ plate Reynolds num-
_ ber AQ/{jv DX) 

ARp = radial length of the bevel of 
the orifice plate 

ST, St„ = numeric Strouhal number on 
the stream and_vorticity func
tion plots 2irfR/Vr<if 

St = pip£ Strouhal number 2ir / 
D/Vi 

Strf, St,s = orifjceplate Strouhal number 
2irfDl/V2 

none 

none 

ML~'T" 
L 3 T - i * 

L* 
L* 

none 

none 

none 
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v(r,t) = -
•;(KAA) 

ST 
1 

7o(/V-iRe„St„)" 

/o(V/ Re„St„) _ 
(12) 

Table 1 Boundary Conditions 

The values of the stream and vorticity functions are deter
mined from this equation. Since the boundary corresponds to 
fully developed oscillating flow, the value of the radial velocity 
vector is zero. 

The boundary conditions described above are presented in 
Table 1. The boundary condition not defined thus far is the 
value of the vorticity at a solid boundary. This cannot be 
specified a priori. It is obtained by iterating the solution of 
the equations. 

The fluid is assumed to be incompressible, and thus the speed 
of sound in the fluid is infinite. An infinite sound speed implies 
that a pressure pulse propagates in the fluid instantly. There
fore, the stream function and velocity profiles at the inflow 
and outflow boundaries are set equal at each time step. 

Transformations 
Placing of the inflow and outflow at infinity is computa

tionally desirable and permits specification of fully developed 
flow boundary conditions. However, an infinite number of 
grid points would be required to obtain a solution for equally 
spaced grid points. Therefore, a mathematical transformation, 
shown by equation (13), was used to map infinity into ± 1 for 
the axial coordinate. The radial coordinate was transformed 
using equation (14) in order to increase the density of the points 
near the orifice bore. 

T \m-j 
j= number of lines from center to edge of plate (13) 

r=Cg3 + Eg2 + Fg + H (14) 

The constant, a, in equation (13) is determined by setting 
the distance to the second axial grid line equal to half the 
orifice plate thickness. The radial transformation is forced to 
line up with the bore of the orifice meter and the intersection 
of the bevel and the downstream side of the plate. In total, 5 
points, having a spacing of 1/4 the plate thickness in the axial 
direction, were located on the bore of the orifice plate. The 
point halfway along the 45 degree bevel was subject to a slight 

riable 
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0 

Solid boundary 

yz = 0 

vr = 0 

Unknown 

$vzrdr\z=±i 

±oo 

v^Ar.O 

vr = 0 

d}>z 
dr 

\r
0vzrdr 

positioning error which is approximately equal to the surface 
finish of an orifice plate. 

Application of these transformations to equation (8) through 
(11) yields equations (15) through (18). The transformation 
applied to these equations have also allowed the specification 
of a uniform grid spacing in the transformed plane coordinates, 
z and g. 

s t ag (dg d(v& | dZ d(vzq) 

dt dr dg dx dz 

1 

Re„ 

2S 
dgdr2 

j_§idg n 
f(g)dgdr dz" 

Vr=~ 

dz 

dxf 

\__d±dz 
f(g) dz dx 

1 dfdg 

7fe) dg dr 

dl^z l_ 
'dzdx2 f(gf 

* f(g) 

aV 
-r) + dg 

d2g dg/dr 

dr2 f(g) 

dtd2z dV (Sz\r 

dz dx2 d£ \dx) 

(15) 

(16) 

(17) 

(18) 

Finite Difference Approximations 
The finite difference approximations for equations (15) 

through (18) are shown in equations (19) through (22). 

Nomenclature (cont.) 

T = 
_t = 
Vi = 

K, = 

vx(r,i) 

VKj 

v 

X 

xr 

13 = 

G = 

I = 
v = 
« = 

orifice plate thickness 
time 
average velocity for the pipe 
flow 
average velocity for the ori
fice flow 
pulsating axial velocity at in
finity _ 
refernce velocity Vx/2 
velocity in a direction deter
mined by its subscript 
axial direction in the real plane 
downstream reattachment 
distance 
transformed coordinate in the 
axial direction 
beta ratio- the ratio of the ori
fice diameter to the pipe di
ameter 
a variable 
cylindrical coordinate angle 
kinematic viscosity 
vorticity defined by equation 
4 

L* 
T* 
LT"'* 

LT" '* 

LT"'* 

LT"1* 
LT"1* 

P = 

0 = 

Subscripts 

d, 0 = 
r = 

wall = 
x = 
z = 

density 
stream function defined by 
equations (5) and (6) 

taken at the orifice plate 
radial direction or component 
wall value 
axial direction or component 
transformed axial direction 

L* 
none 

none 

none 
radians 

Superscripts 
= as an overbar denotes a di

mensional value 
n = time step 

Notes 
* = without an overbar this sym

bol is dimensionless 
+ = units cited are the fundamen

tal units of mass (M) length 
(L) and time (T) 

ML 
LT" 
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Table 2 Quasi-steady state discharge coefficients 
Experimental Theoretical 

Beta Turve 
and 

ratio Re/** Johansen* Sprinkle* Keith* This work 
0.129 
0.391 

0.683** 0.643 
0.698 
0.124 
0.545 
0.652 
0.731 

'Values obtained by interpolating from data shown in Coder (1973). 
"Highest value shown. 

40 
***Bore Reynolds number -̂ == 

irdv 

0.5 
0.5 
0.5 
0.5 
0.2 
0.2 
0.2 
0.2 

.8 
8 
40 
64 
.8 
20 
40 
64 

0.398 
0.649 
0.700 
— 

0.555 
0.638 
0.660 

— 
0.408 
0.638 
0.672 
— 
— 
... 
— 

ae 
at 

Qn+l pa 

At 

dO Oi+ij+Bi-ij — 2Qjj 

2Ar 

ae 
dr 

8 | + l , y ~ Q | - l , j 

2Ar 

>-n+l 
5 wall 

(19) 

(20) 

(21) 

(22) 

Equations (19) through (21) are five-point central differences 
in space with forward time differences for the temporal terms. 
Equation (22) is the wall vorticity formulation used on the 
pipe wall and the orifice plate. This formulation is obtained 
from equations (4) through (6) and the no-slip condition at 
the wall (see Jones (1984)). Applying these formulations yields 
equations (23) through (26), which are the formulations used 
in the computer code. The method solves the flow equations 
implicitly by computing the solution to each time step simul
taneously. 

kl = KVT.tf j ' + KVT2tf+7.; + KVTtf+lj 

+ KVT4f ?;+', + KVTj^+J, (23)' 

Vr = 

V,= 

-z 
2f(g)Az 

2f(.g)Ag 

in+l , 
VIJ+1 + 

Wi+j.l -

2f{g)Az 

g' 
2f{g)Ag 

,i« + l 

m ' = Wh [CSF,] + WIJ [CSF2] 

+ M,JU [CSF3] + t f j i , tCSF4] 

+ ^y
+ 1[CSF5] 

(24) 

(25) 

(26)1 

Model Verification 
In order to validate the numerical scheme, steady flow so

lutions as well as the time-average values of some of the slowly 
varying pulsating flow solutions were compared to experi
mental and other analytical data as presented in Table 2. The 
discharge coefficient of the orifice is computed by employing 
equation (27). 

ft_^L fo^ l f (27) 

In this equation, all variables are known from the geometry 
and defined flow rate except for the pressure differential across 
the orifice plate. The pressure differential is computed by a 
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Fig. 2 Steady-state stream lines for an orifice bore Reynolds number 
of 40 
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'See Appendix 1 for the definitions of the constants is these equations. 

Fig. 3 Steady-state vorticity lines for an orifice bore Reynolds number 
of 40 

method similar to that in Coder (1973). Starting upstream from 
the orifice, the pressure is calculated along the pipe wall to a 
distance far upstream where the pipe wall and centerline pres
sures are equal. The pressure is then calculated downstream 
along the centerline to a distance far from the plate when the 
pipe wall and centerline pressures are again equal. The pressure 
is then calculated upstream to the location of the orifice. This 
path is shown on Fig. 1 by moving from point 1 to point 6 in 
sequence. Using this method the pressure differential is de
termined, without the need to compute the pressure at the sides 
and sharp edges of the orifice plate. 

The code computes the pressure as described above, as well 
as the velocity vectors, stream function, and vorticity function 
at every point in the flow field. Plots of the stream and vorticity 
function for the steady flow case with an orifice bore Reynolds 
number of 40 (equivalent to a pipe Reynolds number of 20) 
and a beta ratio of 1/2 are shown in Fig. 2 and 3. This Reynolds 
number falls in the experimental range covered by Johansen 
(1930) and Turve (1933). Figures 2 and 3 show that the stream 
and vorticity functions converge smoothly to the fully devel
oped value at approximately 5 pipe radii downstream of the 
plate. Figures 2 and 3 also show the recirculation region down
stream of the orifice plate. The reattachment point occurs at 
the location where the stream line (\j/ = 1) or the vorticity line 
(£ = 0) intersects the pipe wall. General information about the 
flow can be obtained from plots of the stream and vorticity 
functions. The pressure profile and in turn the discharge coef
ficient are thus calculated. As shown in Table 2, the predicted 
discharge coefficient for this case agrees well with the exper
imental data. The table shows good agreement with the work 
of Johansen (1930). Other references (Nigro, 1978; Alvi, 1978; 
and McGreehan, 1985) provide generally useful information 
about these types of flows but are not as directly comparable 
as the data presented in Table 2. The deviation of the numerical 
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solutions from the experimental data did not become large 
until the orifice bore Reynolds number reached a value of 64 
with a 0.2 beta ratio orifice. The computer solution's sensitivity 
was determined by testing the computational scheme for its 
grid spacing dependency. In the axial direction 50 grid lines 
were located on either side of the center of the orifice and one 
at its center for a total of 101 lines. In the radial direction a 
total of 21 lines were used with 10 points on either side of the 
orifice bore. For the time dependent pulsating flow studies a 
total of 8 time steps were used. No effect on the solutions 
shown was evident if the number of axial grid lines was in
creased to 151. However, instability did occur if the spacing 
among grid lines was increased near the orifice. For an orifice 
plate Reynolds number of 100 and with pulsation flow the 
numerical solution would not converge. Convergence did not 
occur for this case even if the number of axial grid lines was 
increased to 151. A steady-state solution for this Reynolds 
number was obtained without difficulty. 

Results 

Tables 3 and 4 present a summary of the computational 
results for the various flow conditions studied for orifices with 
beta ratios of 0.5 and 0.2, respectively. Further subdivision is 
done on the basis of the Reynolds and Strouhal numbers of 
the flow. Notice that there are two different Reynolds numbers 
and two different Strouhal numbers used in these tables as 
well as some of the figures presented. The orifice bore Reynolds 
number is four times the numeric Reynolds number divided 
by the beta ratio. Thus, for a beta ratio of one-half the orifice 
bore Reynolds number is eight times the numeric Reynolds 
number. The equations relating the two Reynolds and Strouhal 
numbers give by equations (28) and (29), respectively. 

otfl — St, w3) (29) 

Red = Re„ (28) 

Table 3 Discharge coefficients and pulsation product for a 
beta ratio of 0.5 

fl = 0.5 

CD 
Re/jStf, 
CD 
Rê Stjs 
CD 

RegStg 
cD 
Rê Stg 
CD 

Rê Stg 
CD 

Rê Stp 

0.1 
0.1308 

- 6 
1x10 
0.1305 
0.01 
0.1293 
0.1 

0.1147 
1 
0.0549 
10 

1.0 
0.3957 
lxlO" 5 

0.3937 
0.1 
0.3481 
1 
0.2387 
5 
0.1650 

10 

Re„ 
5 

0.6570 
5xl0" : 

0.6259 
0.5 
0.4387 
5 

0.6973 
8x10" 
0.6571 
0.8 
0.4185 

St„ 
lO"5 

10" 1 

1 

5 

10 

100 

'Solution Questionable. 

Table 4 Discharge coefficients and pulsation product for a 
beta ratio of 0.2 

0 = 0.2 

CD 
Rê St̂  
CD 
ResSt(j 
CD 
Rê Stg 
CD 

Rê Stg 
CD 

Rê Stp 
CD 

Rê St̂  

0.04 

0.1257 
6.4xl0~8 

0.1258 
6.4xl0"4 

0.1259 
6.4xl0"3 

0.1255 
6.4x10" 
0.1204 
0.64 

1 
0.5543 
1.6x10" 
0.5535 
1.6x10" 
0.5464 
1.6x10" 

0.4647 
1.6 

Re„ 
2 

0.6673 
3.2x10" 
0.6654 
3.2x10" 
0.6471 
0.32 

3.2 

0.7438 
5.12x10" 
0.7406 
5.12x10" 
0.7062 
0.512 

St„ 
10-

10" 

10 

100 

Solutions were obtained at each 45 deg increment in a pul
sation cycle, or eight times per cycle. The time step referred 
to in the text and figures is 1/8 of a cycle. No solutions were 
obtained for flows with both a high Reynolds number and a 
high Strouhal number; as the product of these two numbers 
increased, the numerical solution became unstable. The dis
charge coefficients shown in Tables 3 and 4 are the time av
erages of the instantaneous discharge coefficients computed 
at each time interval. The effect of increasing the pulsating 
frequency (higher Strouhal number) at a given Reynolds num
ber results in a decrease in discharge coefficient. This occurs 
because the calculated pressure differential across the orifice 
plate increases as the frequency of flow pulsation increases. 

The effects of pulsation on the flow field are also evident 
by comparing the stream function plots of various solutions. 
Figure 4 shows the odd number time step solutions for the 
stream function for the case of an orifice bore Reynolds num
ber of 40, beta ratio of 0.5, and a Strouhal number of 1.0. 
The effects of the changing flow rate are evident from the 
change in position of the reattachment and separation points 
as well as other variations in the stream lines. In comparing 
these solutions with different Strouhal number cases for the 
same Reynolds number, it was observed that the average po
sition of the reattachment point moves further away from the 
orifice as the Strouhal number is increased. These data are 
summarized in Table 5. The reattachment point moves from 
about 1.58 radii for either a steady state or a very low Strouhal 
number flow to about 2.49 radii for a flow with a Strouhal 
number of 1.0. For comparison purposes, it is noted that the 
reattachment point for the steady state solution for an orifice 
bore Reynolds number of 80 was 2.9 radii. This location of 
the reattachment point is near the instantaneous value of the 
third time step for the Strouhal-number-1.0 solution shown 
for the orifice bore Reynolds number 40 solution. The sepa
ration point is also affected by the flow pulsation. The steady-
state solution Fig. 2 for a Reynolds number of 5 shows the 
separation point at the sharp edge of the bevel of the plate. 
The separation point moves down the bevel when pulsation is 

Time Step = 1 
1 

v = 
VwaJJ 0.5 
0.9 0.4 
0.8 0.3 
0.7 0.2 
0.6 0.1 

-_..__. J I ••--"_ 2^^^r^-T^:^^^=^ 

Time Step = 3 

PVsSS&KS 

2.9 = X r 

£ Time Step = 5 
1 

| E ^ l J xr = iL7|---r^_:^7~~-r~j==~^~ 

Time Step = 7 
1 t ^ r x l j Xr = z^oa..^-^._____~^^=zr^=zzz^. 

- 1 0 1 2 3 4 5 6 

Distance in Pipe Radius 

Fig. 4 Stream function plot Red = 40, amplitude ratio = 1, and ST = 1.0 
(St„ = 0.125) 
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Table 5 Reattachment points for a Reynolds number of 5 
(see Jones (1984) p. 84) 

Time 
step 
1 
2 
3 
4 
5 
6 
7 
8 

Ave 

St = 

\p wall 
0.999 
1.1767 
1.2499 
1.1767 
0.9999 
0.8232 
0.7499 
0.8232 

0.9999 

= 10"5 

Reattach
ment 

point xr 

1.60 
1.83 
1.90 
1.81 
1.60 
1.34 
1.26 
1.30 

1.58 

St 

\j/ wall 
1.0014 
1.1766 
1.2469 
1.1711 
0.9936 
0.8184 
0.7481 
0.8239 

0.9975 

= 0.1 
Reattach

ment 
point xr 

1.63 
1.85 
1.90 
1.85 
1.67 
1.40 
1.35 
1.40 

1.63 

St 

\j/ wall 
1.0387 
1.2075 
1.2547 
1.1527 
0.9612 
0.7925 
0.7453 
0.8473 

0.9999 

= 1.0 
Reattach 

ment 
point xr 

2.30 
2.65 
2.90 
2.87 
2.75 
2.38 
2.08 
2.00 

2.49 

NOTES: (1) All distances are in pipe radii. 
(2) The steady state value of \pwa!, is 1.000. 
(3) The reattachment point distance, xr, for steady-state 
flow and a Reynolds number of 5 is 1.60. 
(4) The reattachment point distance, x„ for steady-state 
flow and a Reynolds number of 10 is 2.9. 

0 9-1 A ST = 0 
o ST = 1 x 10-5 

Fig. S Discharge coefficient plot for pulsating flow with beta ratio = 0.5, 
amplitude ratio = 1.0, orifice Re = 40 (ST of 0 Is from Johansen's exper
imental work.) 

introduced, Fig. 4. However, the location is not constant, it 
varies with the time step and the Stouhal number. 

The effects of pulsation on the instantaneous discharge coef
ficient are shown in Fig. 5. Shown are two time cycles of the 
computed discharge coefficients for the orifice bore Reynolds 
number 40, beta ratio 0.5 cases studied. Notice that as the flow 
rate increases, the discharge coefficient decreases, because of 
an increase in the pressure differential due to the corresponding 
acceleration pressure drop. As the flow is decreased, the dis
charge coefficient increases due to the pressure recovery re
sulting from flow deceleration. The maximum variation in the 
flow rate is approximately 25 percent of the mean flow for all 
the curves shown in Fig. 5. This flow rate variation corresponds 
to an amplitude ratio, KAA/St, in equation (12) of 1. The 
amplitude ratio was varied to determine its effect. In cases 
where both a 0.1 and a 1.0 amplitude ratio were used, there 
was only a minor difference, approximately 1.5 percent, in the 
computed average discharge coefficient. The instantaneous 
values of the discharge coefficient were, however, quite dif
ferent. It was also observed that smaller values of the amplitude 
ratio required fewer iterations to converge for the high Reyn
olds numbers cases. 

There is a marked difference in the performance of the orifice 
meter as the Strouhal number is increased from the low value 
of 0.0001 to 1.0. Not only has the mean value of the discharge 
coefficient decreased, but the amplitude of variation of the 
discharge coefficient also decreased even though the flow rate 
variation is constant. 

The effect of the Reynolds number and beta ratio on the 
discharge coefficient was eliminated, to determine the pulsa
tion effect, by plotting the normalized discharge coefficient 
against the product of the Reynolds and Strouhal numbers 
evaluated at the bore of the orifice. This product is defined 
by equation (30) and is denoted the Pulsation Product. 
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Fig. 6 Normalized discharged coefficient as a function of the pulsation 
product (RE and ST are evaluated at the orifice) 

pp = Re^St̂  = (2irfR2/v) ((32) (30) 
This product may be interpreted from dimensional consid

eration as the ratio of an oscillating velocity to a viscous ve
locity. Figure 6 presents the result of the correlation for all 
the cases shown in Tables 3 and 4. The normalized discharge 
coefficient is obtained by dividing the mean discharge coef
ficient of each case by the steady flow coefficient for that 
Reynolds number and beta ratio. Figure 6 shows that there is 
little effect due to pulsation until the natural log of the Pul
sation Product is about -2 .5. At this point, the discharge 
coefficient begins to decrease rapidly in value, and reaches 40 
percent of the steady state value when the natural log of the 
Pulsation Product is near 2.5. 

Conclusions 
Flow rate pulsation through an orifice meter causes more 

energy to be dissipated across the orifice plate. This result is 
evident from the increase in pressure dissipation, decrease in 
discharge coefficient, and from the changes in the vorticity 
and stream function plots for the cases studied. As the pul
sation frequency is increased, the recirculation region down
stream of the orifice is altered. The point of reattachment 
moves further downstream at higher pulsation frequencies, and 
the location and angle of departure of the wall stream line 
changes on the downstream side of the orifice plate. 

The Pulsation Product is a useful tool in determining the 
effect of pulsation on the flow. It provides an indication of 
when the frequency of pulsation is sufficient to cause signif
icant changes in the performance of the orifice meter. An 
estimation of the discharge coefficient can be obtained by using 
Fig. 6. The product of the normalized and steady-state dis
charge coefficient with pulsating flow. 
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Intermittent Phenomena in the 
Flow Over a Bib Roughened 
Surface 
Laser Doppler anemometry has been used to make measurements of a small recir
culation bubble in a turbulent water flow over a rib roughened surface. The bubble 
occurs near the leading edge of a transverse rib which is a model of the ribbed 
surface used to enhance cooling on nuclear reactor fuel pins. The bubble is transient, 
and spectral and correlation measurements were made to investigate any periodicity. 
It was found that the bubble itself did not show any periodicity but there was 
evidence for fluctuations in the main stream with a Strouhal number of 0.1. 

1 Introduction 
The turbulent flow over a rib roughened surface has been 

investigated in two extensive studies using very different ap
proaches. Martin and Drain (1988) used LDV to obtain high 
quality measurements of the mean and fluctuating velocity 
components in a nominally two dimensional water channel. 
Attached to one wall of the channel were square ribs which 
protruded 0.2 channel widths into the flow and were spaced 
at 7.2 heights. This configuration is a model of an advanced 
gas cooled reactor heat exchange device. The experimental 
results obtained were compared with numerical calculations. 
In general, there is good agreement between calculations and 
experiments for the mean velocity components but the results 
for the fluctuating components appear to highlight deficiencies 
in the numerical turbulence models. 

The general problem of heat transfer enhancement by the 
action of flow over ribbed or grooved surfaces is of consid
erable practical interest, for example see the review of Incro-
pera (1988) for discussion of this problem in the electronics 
industry. The basic flow phenomena have been investigated 
by numerical means by Ghaddar et al. (1986) and Ghaddar et 
al. (1986). These studies were restricted to Reynolds number 
regimes where the flow is laminar. However, an interesting 
heat transfer enhancement effect is predicted when the flow 
is pulsed (Ghaddar et al., 1986). At present it is not clear if 
this enhancement will occur in the common practical situation 
of turbulent flow. 

The problem of turbulent flow over periodic disturbances 
was studied experimentally by Hanjalic and Launder (1972) 
who used hot wire techniques in two different planar channel 
sections of a wind tunnel where one wall was roughened by 
square ribs spaced at 10 rib heights. The two channels had rib 
height protrusions of 0.06 and 0.11 channel widths, respec
tively. The motivation for their work was to investigate the 
turbulent energy transfer processes in channels with asym
metric boundaries and to compare the results with those ob-
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tained in plane walled channels. Most of the detailed 
measurements were obtained at one particular value of the 
Reynolds number where they measured one-dimensional fre
quency spectra for all the velocity components and their com
binations. One observation they made is that there appeared 
to be reasonably well correlated eddy structures near the rough
ened surface although their measuring techniques did not allow 
them to obtain results adjacent to the ribs. 

More recently, Fujita et al. (1988) investigated the enhance
ment of secondary flow of Prandtl's second kind by the pres
ence of periodic roughness elements on one wall of a rectangular 
duct. They found a pronounced effect and attributed this to 
the anisotropy of the shear stress produced by the roughness. 

Laminar flow over arrays of cavities are known to produce 
strongly correlated motions which are manifested as time pe
riodic phenomena in the flow. Binnie (1960) observed strong 
cross waves in the free surface along channels with corrugated 
sides. In a later paper, Binnie (1961), he reported similar phe
nomena in the sound generation by the flow of air along cor
rugated and fixed tubes. However, in both these studies he 
found that turbulence tended to destroy the resonant phenom
ena or at the very least minimized the effect. 

More recently, Stepanhoff (1986) has observed the selective 
amplification of oscillatory modes in laminar air flow through 
a periodic array of cavities. She has shown that temporal bi-
modal behavior may occur with two frequencies being ampli
fied in some ranges of Reynolds number. The argument is 
given that there is an interaction between the free shear layers 
over each cavity and the cavity edges. This mechanism has 
been discussed at length by Rockwell (1983) who also points 
out that shallow cavities, such as the ones used in our present 
study, are less likely to produce sustained oscillations. Szcze-
pura (1986) has also carried out an extensive investigation of 
"bimodal" behavior in the turbulent flow through an axisym-
metric expansion. 

The principal aim of the present study is to investigate in 
detail the intermittent formation of a separation bubble near 
the leading edge of each rib. This phenomenon appears to be 
related to a shear layer reattachment effect in turbulent flow 
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Saathoff (1986) who observed the formation of a three-di
mensional separation bubble on the leading edge of a bluff 
body in a nominally two-dimensional flow. In addition, they 
found that the bubble would "burst" intermittently causing 
sudden pressure changes on the top surface of the body. In 
the present study we investigate the turbulent flow over a 
periodic array of ribs in which one would also expect these 
bubble features to exist. 

We also investigate the extent to which the formation and 
collapse of he'bubble affects the free stream flow. Finally we 
use power spectral analysis to see whether the turbulent flow 
over the periodic array of ribs gives rise to periodic flow phe
nomena. 

A brief description of the apparatus and measuring tech
niques used is given in Section 2. The main results are presented 
and discussed in Section 3 and some conclusions are drawn in 
Section 4. 

2 Apparatus and Measuring Techniques 
The working section of the flow channel is 25 mm high and 

200 mm wide giving an aspect ratio of 8:1. One wall of the 
channel has 5 mm high square sectioned ribs attached to it 
which span the full 200 mm. They are spaced at a rib center 
to center distance of 36 mm. The flow is provided by a constant 
head source as shown schematically in Fig. 1 and all meas
urements are taken at a fixed Reynolds number of 21,250. 
(Here we define Reynolds number not be Umean d/v where d 
is the half height of the channel). 

Measurements are made using a DANTEC differential Dop-
pler LDV system with frequency shift for directional discrim-
inization. The system uses three He - Ne beams, two of which 
are polarized in orthogonal planes so that two different velocity 
components can be measured simultaneously. The scattered 
laser light is separated by a polarization beam splitter into two 
photomultipliers whose outputs are fed into two tracking fil
ters. The velocity components measured are at + and - 45 
deg to the U vector and are denoted A and B. The U and V 
velocity components are obtained by summing and differencing 
the A and B components and are then fed to an fm tape 
recorder. 

The positioning system could be moved in increments of 
1.25/xm. Positioning accuracy was approximately ± 5^m in the 

X - - 2 . 5 X - - 2 . 0 X - - 1 . 5 X - - 1 . 0 x - - 0 . 5 X - 0.0 mm 

Fig. 2 Probability distributions of the A and B components of velocity 
taken at the indicated positions over the front portion of the rib. The 
velocities are accurate to 1 part in 128 of the total range of the horizontal 
scale. The sample was large enough so that the accuracy is better than 
1 percent on the vertical scale. 

over bluff bodies as pointed out by Castro (1981), Castro and 
Dianat (1983), Dianat and Castro (1984). Their work is con
cerned with the shear layer reattachment to the surface of 
square and rectangular bodies in a simulated atmospheric tur
bulent boundary layer. They found evidence for the intermit-

<-
tent reattachment of the shear layer when — » 1 where 5 is 

H 
the boundary layer thickness and His the body height. More
over, they found no reattachment for square sectioned blocks 
for large Reynolds numbers. A further feature they found was 
a low frequency oscillation in the flow downstream of the 
obstacle which they attribute to "flapping" of the shear layer. 

Work of a similar nature is reported in Melbourne and 
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Fig. 1 Schematic diagram of the water channel flow system 
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Fig. 3(a) Velocity vector field over the leading edge of the rib for the 
"high" flow state of the probability distributions of Fig. 2. 
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Fig. 4(a) The power spectrum of U taken in the bimodal region at 
(-1.75,0.2). 

(b) The spectrum of V taken in the bimodal region at (-1.75,0.2). 
(c) The cross spectrum of U, V taken in the bimodal region at 

(-1.75,0.2). The spectra were averaged over 4 hours so that the maximum 
error at the low frequency end is ± 2 percent. 
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Fig. 3(b) Velocity vector field of the "low" flow state. The lengths of 
the vectors are accurate to ± 5 percent. 

y direction (relative to the top surface of the rib) and ± 50/im 
in the x direction (relative to the rib sides). 

The tape recorded signals were then analyzed in a MAS-
SCOMP 5600 computer system based at Oxford University 
where the power spectrum can be calculated. Full details of 
the flow channel and measuring system are presented in Martin 
and Drain (1988) where details of the flow velocity profile and 
LDV system are given. 

3 Results 
The majority of the measurements were taken around rib 

number 29 at which station previous work (Bates et al, 1983) 
had established that the flow is fully developed. The first set 
of results to be discussed is shown in Fig. 2 as velocity prob
ability distributions measured over an array of spatial positions 
covering the front half of the top of the rib and up to 0.9 mm 
into the free stream. The optical configuration limited the 
closest approach to the rib surface to 0.1 mm since the meas
uring volume dimensions were 70 /*m diameter by 0.81 mm 
long. Each individual plot is a graph of the probability of a 
particular velocity versus velocity for both trackers. It should 
be noted that the spatial scale of the j>-axis has been contracted 
for the bottom rows to enable all the distributions to be drawn 
to the same size. The velocity scale is presented in arbitrary 
units and includes an offset from zero produced by frequency 
shifting. 

An apparent feature of the distributions is the bimodal na
ture of those near the leading edge of the rib, i.e., in the range 
- 2 . < x < - 0.5, 0.2 < y < 0.5. This indicates that the 
flow in the region has two states whereas the distributions 
outside have two distinctive normal distributions for V and 
U. One of the states corresponds to a situation where the mean 
flow is around zero and the other where there is a strong 
positive component. We will refer to the former as the low 
flow state and the latter as the high flow state. 

The bimodal effect is localized and its influence does not 

appear to spread far into the main flow as the distributions at 
0.9 mm above the surface are near normal. This could either 
be due to the turbulence of the free stream (typically ~ 20 
percent of the mean) or could indicate that the bubble is strongly 
three dimensional. This latter conclusion is in accord with the 
observations of Castro and Dianat (1983) and Melbourne and 
Saathoff (1986). A further feature of Fig. 2 which is in good 
agreement with Dianat and Castro (1984) is the sharpness of 
the velocity probability distribution at station x = — 2.0, y = 
0.1. Dianat and Castro found a similar sharpening in the prob
ability distributions of the fluctuating surface shear stress near 
the leading edge of their bluff body. This they interpreted as 
the flow spending most of the time at a well defined mean 
with only occasional explosive bursts away from it. Further, 
they found generally skewed distributions along the middle 
portion of the body which also agrees with the present case 
along stations at heights y = 0.1. 

Finally we would like to emphasize that similar probability 
distributions have been observed on other ribs in the flow rig 
and using a different LDV system (Martin, 1990). The ribs 
have been machined square but inevitably a certain rounding 
of the sharpness of corners has occurred over a period of years. 
However, the bubble features are robust and do not depend 
on the detailed sharpness of the corners. 

A more useful way of visualizing the bubble is shown in 
Fig. 3. The velocity vectors draw here have been reconstructed 
from the peaks of the velocity distributions and the two states 
of the flow are represented in Figs. 3(a) and 3(b). In each case 
the diagram is drawn to scale and the nature of the separation 
bubble is clearly evident. There is also some evidence that there 
is a negative mean flow in a thin layer adjacent to the rib 
surface near the leading edge, but this occurs on the limit of 
resolution of the LDV arrangement. 

A series of one-dimensional frequency spectra were taken 
in this region to see if any time periodic phenomena were 
associated with the growth and collapse of the bubble. A set 
of spectra for U, Kand [/Fare presented in Fig. 4 which were 
recorded in the centre of the bimodal region. It may be seen 
that the spectra do not show any periodic features indicating 
that the flipping between states is irregular. Indeed, the velocity 
time series taken in this region appear to be completely irreg
ular. 

The spectra shown in Fig. 4 are qualitatively similar to those 
found for flat plates (Klebanoff, 1955) with the -5 /3 law 
being followed over the high frequency range of the spectra. 
In addition, the cross spectrum decays more rapidly than the 
individual spectra showing that there is some local isotropy of 
the small scale turbulence. Similar sets of spectra were found 
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Fig. 5 The power spectrum of U taken in the free stream at (1.75,5.0). 
The maximum error in the spectrum is ± 2 percent. 
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Fig. 6(a) The autocorrelation function of U taken in the free stream at 
(-1.75,5.0). 

6(b) The autocorrelation function of (/taken in the bimodal region 
at (-1.75,0.2). The maximum error in the autocorrelation function is ±1 
percent at the longest time scales. 

at other positions near the rib surface both inside and outside 
of the separation region. 

Spectra taken in the free stream revealed evidence for an 
almost periodic component with a mean frequency of 5 Hz. 
One such spectrum is shown in Figure 5 which was taken at 
one rib height above the rear section of rib number 29. Another 
representation of the component is given by the auto-corre
lation functions shown in Fig. 6. Figure 6(a) shows the auto
correlation functions for the {/-component one rib height above 
the rib and near the leading edge. The flow is highly turbulent 
but a damped oscillation with a period of 0.2 s is visible. The 
corresponding auto-correlation in the bubble region, Fig. 6(b), 
does not show any oscillatory behavior. 

The oscillating component has been detected at a variety of 
different spatial locations in the free stream flow. It has not 
been observed, however, in spectra taken near the rib surfaces 
or in the cavities between ribs. A similar low frequency oscil
lation was found by Castro (1981) and he attributed it to a 
"flapping" of the shear layer. We were unable to confirm this 
conjecture although one might expect a similar phenomenon 
to occur. 

4 Conclusions 
The main conclusions to be drawn from this study are that 

a small recirculation bubble is formed along the leading edge 

of each rib and subsequently collapses at irregular intervals. 
This could be of practical significance in the operation of a 
heat exchanger as it may give rise to local hot spots. It is also 
interesting to note that there is no evidence for this phenom
enon in the numerical studies of Ghaddar et al. This could 
suggest that it is a feature of turbulent flow although the 
numerical resolution would presumably have to be increased 
before a definite statement could be made. 

Further, we found evidence for some temporally correlated 
flow behavior' centered around 5 Hz. This corresponds to a 
Strouhal number ( / L/Umean where/is the frequency and L 
is the cavity length) of 0.1 which is in accord with the laminar 
flow results of Stephanoff (1986). Thus resonant phenomena 
could be induced if the flow were externally excited at this 
frequency. 
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Numerical Analysis of Turbulent 
Flow in a Two-Dimensional 
Nonsymmetric Plane-Wall Diffuser 
By solving weakly compressible flow equations with application of Smogrinsky's 
subgrid-scale turbulent model and partial-slip condition at the wall, a two-dimen
sional analysis is made on the flow of Re = 1.2 x 106 in a nonsymmetric plane-
wall diffuser. The calculated velocity profiles are compared with the measured data, 
and the effect of inlet and outlet conditions on diffuser performance is evaluated. 
Comparison is also made between the symmetric and non-symmetric plane-wall 
diffusers. 

Introduction 
The great majority of diffusers in use are symmetrical and 

designed to optimize the pressure recovery and minimize the 
over all energy loss. Various numerical methods available to 
design two-dimensional diffusers are based on the equations 
of boundary layer integral developed by Ghose and Kline (1978). 
Much experimental work has also been carried out for two-
dimensional and symmetrical diffusers (Waitman et al., 1961; 
Wolf and Johnston, 1969; Hoffman and Gonzalez, 1984). 
Various flow regimes are known to exist depending on the 
diffuser angle and length. It is also well known that the flow 
in a diffuser is very sensitive to the inflow velocity distribution. 

For special applications to water tunnels for which low cav
itation number is desirable at the test section, nonsymmetrical 
diffusers with horizontal ceiling have been designed (Song et 
al., 1987; Song, et al. 1988). Very little is known about the 
performance of two or three-dimensional diffusers. For this 
reason, a fairly extensive experimental and numerical programs 
has been carried out at the St. Anthony Falls Hydraulic Lab
oratory to help the design process. Physical modelings were 
carried out and the data were used to validate the mathematical 
modeling works. The mathematical model was then used to 
predict the prototype flow conditions. 

In the present paper, only the calculations based on a two-
dimensional model and the comparison with experimental data 
will be presented. Some comparisons with the performance of 
the equivalent symmetrical diffuser will also be presented. More 
complex three-dimensional aspects of diffuser flows will be 
referred to in later papers. 

Governing Equations and Numerical Scheme 
The numerical model is based on solving the equations of 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
August 22, 1989. 

weakly compressible flow (Song and Yuan, 1988; Yuan, 1988; 
Song and Yuan, 1990), 

dp 
dt 

+ V-(Ku)=0 

1 
— + u - V u + - V p = v V u 
at p 

(1) 

(2) 

Where p, v, and K are the density, kinematic viscosity and 
bulk modulus of elasticity of fluid, and p and u represent 
pressure and velocity vector. 

When turbulent flow is modeled, p and u may be considered 
as the resolvable components. In this case, the subgrid scale 
(SGS) turbulences are accounted for by adding the SGS term 
-Uj'uj to the right-hand side of equation (2). Smagerinsky's 
model (1963) is selected to calculate the SGS stress, 

, , . dut du: 

and 

v,- •• (CAf SySf, 

(3) 

(4) 

Where Sy = (du/dxi + du/dXj)/2 is the resolvable strain rate, 
A is the grid size, C is the SGS coefficient, and v, is the SGS 
diffusivity. Such a model is widely used in large eddy simulation 
(Roggallo and Moin, 1984). Although the SGS model is orig
inally intended for three-dimensional flows, the same equations 
are used herein for two-dimensional flow computation. 

Equations (1) and (2) are solved numerically by finite volume 
approach for spacial discretization (Jococks and Kneile, 1981). 
The quantities p and u are stored at the cell center, and v, is 
calculated for the cell faces. The finite volume approach is 
based on an integral form of the governing equations. For 
numerical convenience equations (1) and (2) are written in a 
conservation form after ignoring a high order Mach number 
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term. The resulting equation with the SGS turbulence term 
included is 

dG 

where 

— + V - F = 0 
dt 

G=[P u v]' 

Ku Kv 

• P du „ du du 1 
uu + --v—~2v,-r- uv-v—-v,\ 

p dx dx dy \ 

dv (dv du\ P dv 
uv-v-—v,\— + —) vv + v — 

dy \dx dy) p dy 

'du 

— 2v 

dv\ 

dx) 

dv 

dy 

(5) 

(6) 

(7) 

By integrating over a specific control volume V and invoking 
the divergence theorem, equation (7) becomes 

dGm 1 f 
~ ~ - \ n . F d s (8) 

where Gm represents a mean quantity referred to the center of 
the volume and n is the normal vector of the volume surface 
S. For temporal integral, MacCormack's explicit predictor-
corrector scheme (1969) is used as 

predictor: 

G(t + At)=G(t) 
v \ k 

(9) 

corrector: 

G(t + At)=- [G(t) + G(t + At)] 

where the bar represents the predicted values; S£ and Sj^ denote 
the backward and forward surfaces of a control volume re
spectively; F+ and F~ correspond the flux vector evaluated at 
the center of the backward and forward control volumes re
spectively; and subscript k is an index of cell surfaces. 
MacCormack (1969) also showed that the two step scheme is 
second-order accurate in time and in space. The finite volume 
method has been chosen for the following reasons: 1. The 

Up = -U1 

Fig. 1 Schematic of partial slip boundary condition 

integral form of the governing equation (equation (8)) is valid 
for any finite volume regardless of its shape; 2. Since the 
governing equation is in cell averaged form, it is a nutural 
form for the large eddy simulation approach; 3. Since all equa
tions (continuity and momentum) are written in the same form, 
it is relatively simple to code. 

Boundary Conditions 
When Reynolds number is large, a complete resolution of 

the thin wall layer of high velocity gradient would lead to a 
prohibitively high cost. Therefore, in turbulent flow calcula
tion, it is a common practice to assume the existence of a layer 
near the wall, where the mean velocity distribution follows the 
wall law such as the logarithmic law (Ferziger, 1987). The 
measured data of diffuser flow (Ashjaee et al., 1980) showed 
that such an assumption is suitable for the symmetric diffuser 
with considerably large diverging angle. 

Figure 1 is a schematic diagram showing a velocity profile 
near a wall. Let Ay be the grid size that is larger than the 
thickness of the near-wall layer of large du/dy. Then a good 
approximation of the velocity profile should be u\, u2 and u3 

at the center of the grids. If the no-slip condition is enforced 
at the wall, the broken line would be the profile typically 
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calculated. To avoid such an unrealistic result, the velocity U0 

> 0 at the wall should be assumed, instead of Uo = 0. In 
order to specify U0, the relationship 

du 

Ty=fW at y = 
Ay 

(11) 

is needed since u is stored at y = Ay/2. 
Let (•) represent the long time average of the resolvable 

quantities, T the shear stress and TW the shear stress at the wall. 
Then the logarithmic law may be written as 

— = 2.5 In 
u* 

9.0 try 

for hydraulically smooth wall, where u* 
shear velocity. From (3), we have 

du 
r= (n + n,) 

dy 

(12) 

(Tw/p)l/2 is the 

(13) 

To obtain (11), a relationship between u and r must be 
established. Similar to Schumann's assumption (1978), it is 
assumed that 

r u 

f u 
(14) 

and 

T=TW (15) 

The above two assumptions associate the wall stress with the 
streamwise velocity at Ay/2. Experiments showed that such a 
u - TW correlation improves with increasing Reynolds number 
and decreasing Ay (Roggallo and Moin, 1984). 

The computational procedure is as following. 
(a) Calculate u using calculated historical data of u at y 

= Ay/2, 
(b) Solve equation (12) for u or TW, 
(c) Calculate T, using (14) and (15), 
(d) Using v, of previous step, du/dy is obtained from (13). 
(e) The partial slip velocity U0 for the next time step is 

calculated using the values of u and du/dy just calculated. 
An additional condition is needed for pressure on the wall. 

In the present study, we use 

dp 

a~n=±PR 
(16) 

where n and R are the unit outwards norm and the radius of 
curvature of the wall. At the inlet, 

dp 
u = uh v = 0, T - = 0 

dx 
(17) 

are the boundary condition used, where u-, is the measured 
streamwise velocity. At the outlet, 

dx 
0, p=pd (18) 

where pd is given. 

Model Validation 

Figure 2 shows the three-dimensional HYKAT diffuser that 
has a 5.4 deg diverging angle at the bottom wall and a 0.73 
deg angle at the side walls. This diffuser is symmetrical with 
respect to the vertical center plane but diffuses only downward 
in the vertical direction. Measurements were taken in a 1:5; 
scale model using air rather than water as the working fluid. 
Velocity measurements were taken along vertical center lines 
located at three cross sections located at the inlet, middle, and 
the exit of the diffuser as shown. The model was operated with 
an average test section velocity of K; = 15 m/s giving the 
Reynolds number// , V/p = 1.2 x 106. 

Considering the practical difficulty in modeling three-di-

± 
Tcts = 0.73° 
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• K - 0.1588Hi 
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Fig. 2 HYKAT diffuser and computational coarse mesh 

mensional flow and the small diverging angles of side walls, 
a two-dimensional analysis of the flow on the vertical plane 
of symmetry was carried out. Several mesh sizes were tried to 
test the accuracy of the numerical scheme and look for an 
accurate and economical grid system. Finally it is found that 
a relatively coarse mesh of 58 X 12 cells shown in Fig. 2 is 
good enough to resolve the unseparated diffuser flow without 
causing a significant numerical error. Therefore, most of the 
results presented here are based on the coarse mesh. For com
parison, however, the velocity profiles based on a fine mesh 
of 116 X 24 cells are also displayed, which will be shown later. 
The grid size Ay is so distributed that the ratio RAy = max(Ay)/ 
min(Ay) = 4.0 for any given cross section. At the inlet, min(Ay)/ 
Hi = .033. 

The degree of symmetry of the velocity profile is of most 
interest in the present study, for which the discharge ratio 

RQ = 
QB 

(19) 

is used to represent the quality of the flow, where QT and QB 

are the discharges of flow through the top and bottom halves 
of a given cross section, respectively. The discharge ratio de
fined above reflects the relative thickness of the boundary 
layers at the top and bottom walls. Its variation in the stream-
wise direction gives the relative growth rate of the two bound
ary layers. 

For convenience, all the velocity profiles to be presented are 
normalized so that their means are unity. Normalization of 
velocity profiles partially compensates for the effect of small 
lateral diffusion. Figure 3 shows the measured inflow, whose 
boundary layers may be represented by the 5th power law. The 
inlet blockage is about .045 which is quite large. The measured 
velocity profiles at the middle section and the exit of the dif
fuser are also shown in Fig. 3. 
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Fig. 3 Comparison of measured (Song et al., 1988) and calculated ve
locity profiles without inflow perturbation (e = 0.0), based on coarse 
mesh (58 x 12 cells) and fine mesh (116 x 24 cells) 
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Fig. 4 Distribution of discharge ratio (RQ) along diffuser; solid line: 
no inflow perturbation (i = 0.0); dash line: 2.5 percent inflow perturbation 
(c = -0.025) 

Using the measured inflow and the two grid systems de
scribed before, velocity profiles at the other two cross sections 
can be calculated, for which the SGS coefficient C = 0.15 for 
coarse mesh and 0.3 for fine mesh were used. The comparison 
in Fig. 3 shows fairly good agreement between the calculated 
and measured profiles. The calculated discharge ratio is plotted 
in Fig. 4 (curve a). The difference between the values on this 
curve and the measured two points indicates that the boundary 
layer at the bottom wall grows too fast. Since the flow is very 
sensitive to the inflow, which will be shown later, such a dif
ference may be caused by the allowable error of the measure
ment at the inlet. To obtain a good agreement of RQ, the 
measured inflow is adjusted by superimposing a perturbation 
velocity 

Upe = eV, 
y_ 
Hi 

-0.5 (20) 

where y is the distance from the bottom wall. The curve b in 
Fig. 4 was obtained by using e = — .025, which agrees with 
the measured points very well. The computed and measured 
velocity profiles for this case are shown in Fig. 5. Fairly good 
agreements are obtained. 

Figures 3 and 4 also indicate that the differences between 
the results based on the two grid systems are quite small. The 
maximum error which occurs in outlet section in Fig. 5 is only 
three percent. This amount of difference is within the range 
of experimental accuracy. Therefore, it should be feasible to 
use the coarse mesh for validating the diffuser performance 
in the following section. It should be mentioned, that the 
calculated value of Y+ = (Ay/2) u*/v at the wall is maximum 
near the inlet. The calculated maximum values are approxi
mately Fmax = 500 by the coarse mesh and F âx = 250 by 

• MEASURED INPUT CONDITIONS 
— INPUT CONDITIONS USED 

» MEASURED VELOCITY 
— CALCULATED VELOCITY (COARSE) 
— CALCULATED VELOCITY (FINE) 

Y/H 

Fig. 5 Comparison of measured (Song et al., 1988) and calculated ve
locity profiles with 2.5 percent inflow perturbation (t = -0.025), based 
on the coarse and fine meshes 

the fine mesh. It is encouraging to notice the fact that although 
Fmax is quite large for these two meshes, they produced almost 
the same results. 

More measured data have been compared with the calcu
lations. For example, when^Q, = 1.0065 at inlet, the measured 
velocity profile at exit shows RQe = 1.114. By using the meas
ured inflow for the numerical model, we obtained RQe = 
1.134. Due to space limitation, the plots would not be presented 
here. 

Figure 6 gives the comparison of the measured and computed 
pressure recovery for a symmetric diffuser. Generally, the re
sults of present calculation are very close to the experimental 
data (Ashjaee et al., 1980). 

Diffuser Performance 
The results to be presented in this section were obtained by 

using the coarse mesh given previously. 

Effect of Inflow With Constant Vorticity in the Core Region. 
Diffuser response was evaluated by the numerical model, for 
which the inflow has various values of discharge ratio RQ. 
The type of inflow is determined by equation (20) with e varying 
from -0.1 to 0.1, which adds a constant vorticity to the core 
region equal to oi = t(Vi/H,). 

From the calculated RQ (x/Hh e) chart in Fig. 7, it can be 
seen that the inflow non-symmetry is greatly amplified by the 
diffuser. Due to the nonsymmetry of the diffuser, such an 
amplification is also nonsymmetric. For the same value of I w I, 
the flow is more unstable in the case that at the inlet more 
flow goes through the top half than the bottom half. For a 
two-dimensional diffuser that has different diverging angles 
at both walls, flow is less stable to the inflow with more flow 
at the side of smaller diverging angle. 

To compare the performance of the nonsymmetric diffuser 
with the symmetric one, inflow of e = -0.025 is used while 
the ratio Ra = aT/ot is varied, where a = 5.4 deg is the total 
angle and aT is the angle at the top wall. The chart RQ (x/ 
H„ Ra) is shown in Fig. 8. It can be seen that the symmetric 
diffuser (Ra = 0.5) has a better performance than the non-
symmetric one when at the inlet, there is more flow going 
through the half cross section at the side of smaller angle. 
Therefore, whether a nonsymmetric diffuser gives a better 
performance than the symmetric one really depends on the 
type of inflow. 
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Fig. 8 Effect of top wall diverging angle (Ra = «r/«) on the distribution 
of discharge ratio {RQ) along diffuser 

Effect of Inflow With Potential Core. Let 6Yand 8B represent 
the thickness of the top and bottom boundary layers at the 
inlet. By using the power law with exponent m for the velocity 
distribution in the boundary layers, the inlet blockage B is 

B 
8T+&B 1 

where m 

Hi \+m 

5.125 from the measured data. The ratio 

^4 r 

(21) 

may be used as a parameter to indicate the nonsymmetry of 
inflow with a potential core. 

The computed RQ distributions along the diffuser for fixed 
B and ,4,-look much like those shown in Figs. 7 and 8. In Fig. 
9(a) , the discharge ratio at the exit, RQe, is plotted as a func
tion of B for three fixed values of A/. The three curves starts 
from a point with very small B and diverge as B increases. The 
curve for Aj = 1.0 indicates that the outflow can be very 
skewed when the inflow is symmetric on account of the diffuser 
asymmetry. There is a critical value of inflow assymmetry, Ajc 

= 1.12 (not shown in the figure) which produces a symmetric 
outflow. The critical value AfC is equal to 1 for a symmetrical 
diffuser. The points marked by S are from the runs for which 
the calculated flow has a separation bubble on the bottom wall 
near the diffuser exit, indicating that stall could occur in the 
real case. 

The same set of calculated RQe is plotted in Fig. 9(b) as a 
function of Af for three selected values of B. Note that the 
three curves intersect at the point (Af = 1.12, RQe = 1.04) 
indicating that the initial value AfC is practically independent 
of the blockage B. 

Effect of Pressure Nonuniformity at Diffuser Exit. For the 
previous calculations, a short straight channel was added to 
the diffuser exit, to make it easier to apply the downstream 
boundary condition: recall that the pressure was assumed to 
be constant at the downstream end. However, the actual HY-
KAT diffuser is connected to a vaned elbow at the downstream 
of its outlet. Due to the centrifugal force, nonuniform pressure 
distribution could occur at the downstream of diffuser. There
fore, the effect of pressure nonuniformity should be evaluated. 

The inflow used for this case is the one from equation (20) 
at e = — .025. According to the calculation of the flow in the 
vaned elbow (Song et al., 1987) a 3rd-order polynomial pressure 
distribution, 

2 / \ 3-1 

Pd = Pd + ep[-pV3
i 

y_ 
Hdj 

- 2 y_ (23) 

should be a reasonable first approximation. In the above equa
tion, Pd is the given mean pressure, Hd is the height of the 
outlet cross section, and y is the distance measured from the 
bottom wall. The parameter ep represents the maximum di-
mensionless pressure difference (pT — pB)/(l/2 pVf). 

Figure 10 shows the chart of RQ distribution along the 
diffuser for seven different values of ep ranging from - 0 . 1 to 
0.1. Note that the nonuniform back pressure distribution af
fects the flow only within a fairly short distance, especially the 
straight portion, upstream of the boundary. The calculation 
of the flow in the elbow shows that the value of ep between 

(22) 0.025 and 0.05 is appropriate for the HYKAT diffuser. 

Conclusions 
The two-dimensional model presented can give mean velocity 
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Fig. 10 Effect of outlet pressure nonuniformity (ep) on the distribution 
of discharge ratio (RQ) along diffuser 

profile and pressure recovery that are generally in good agree
ment with the measured data. Such a numerical model is useful 
in the design of diffusers being operated at high Reynolds 
numbers, especially when the details of the velocity profile are 
of concern. 

Effects of inlet and outlet condition on the diffuser per
formance are evaluated in terms of flow symmetry. Among 
the parameters studied, the inlet blockage should be considered 
as the most important parameter. The influence of the inflow 
asymmetry including the core flow and the boundary layer is 
also considerable. Compared with the symmetric diffuser, the 
advantage and disadvantage of using an asymmetric diffuser 
depend on the inflow profile. The effect of nonuniform back 
pressure distribution on the diffuser flow is limited to fairly 
small region close to the boundary. 

Comparison of results between the fine (116 x 24) and 
coarse (58 x 12) meshes indicates that the model results are 
almost mesh-size independent if the subgrid model coefficient 
is adjusted properly. The subgrid model is at its developing 
stage for turbulence flow simulation. In the present study of 
two-dimensional flow, it was noticed that the calculated tur
bulence intensity is too small, due to the improper resolution 
of eddies by the current meshes and the absence of three-
dimensional mechanism of generating eddies. 
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A Numerical Investigation of the 
Turbulent Flow Field Generated by 
a Stationary Cube 
The turbulent flow field generated by a stationary cube at Reynolds numbers 2000 
and 14,000 is investigated numerically. A vorticity-vector potential formulation of 
the equations of motion is employed. Turbulence effects are accounted for through 
the use of a vorticity transport closure scheme in which dynamical equations for 
vorticity mean and covariance are supplemented by a kinematic equation for tur
bulent kinetic energy. Semi-implicit finite difference approximations to the equations 
of motion are solved iteratively by a vectorizable 8-color SOR algorithm. The nu
merical mesh is designed so that the turbulent flow field can be computed down to 
solid surfaces without the use of wall functions. The properties of the computed 
flow field, including drag, axial velocity, separation points, and three-dimensional 
flow structure show good agreement with experimental observations of similar bluff 
body flows. 

Introduction 
The prediction and analysis of three-dimensional turbulent 

bluff body flow fields is often times a necessary component 
in the design of a wide range of structures including ground 
vehicles, aircraft fuselages, submarines, tall buildings and so 
on. The capability of numerically treating such flows can en
hance the efficiency with which three-dimensional objects can 
be designed for optimal drag, stability, and wake structure. 
Following the recent proliferation of supercomputers, with 
their high speed and large memories, an increasing number of 
numerical studies have been concerned with the prediction of 
turbulent bluff body flows. Among these, several investiga
tions have considered the flow field generated by complex 
automotive shapes (Gooding et al., 1988; Markatos, 1983; 
Laurence, 1986; Demuren and Rodi, 1982) and the flow past 
bluff obstacles fixed to the ground (Han, 1989; Murakami and 
Mochida, 1988; Murakami, 1990). While these studies have 
had some success in predicting the gross features of the fluid 
motion, it has proven to be more difficult to capture the de
tailed properties of the flow separation and wake structures. 
Consequently, considerable interest remains in developing and 
exploring the properties of new methods for treating the flows 
associated with bluff bodies. Areas where improvements can 
be made include turbulence closure schemes, numerical meth
ods and the treatment of turbulent boundary conditions. 

Previous computations of turbulent bluff body flows have 
generally relied on the widely used algebraic eddy viscosity and 
k-e closures. In view of the well documented inadequacy of 
these models in the context of complex flow fields (Laksh-
minarayana, 1986) it is likely that their unmodified use in 
computing bluff body flows is a major source of errors in 
predictions. In addition, these models are generally applied 
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with insufficient grid resolution in the boundary region to 
accurately resolve the wall flow. Partly as a consequence, wall 
function boundary conditions are usually applied which in
troduce errors into the prediction of separation points and thus 
distort the entire computed flow field. 

The present paper describes the results of calculations of the 
three-dimensional flow past a fixed cube based on the appli
cation of a vorticity transport closure scheme (Bernard and 
Berger, 1982; Bernard, 1990a). In this approach, the presence 
of turbulence in the flow field is accounted for by solving 
dynamical equations for the ensemble averaged vorticity mean 
and covariance. The turbulent kinetic energy, k, is computed 
kinematically from the vorticity covariance, an idea first sug
gested by Chorin (1974), so that the considerable difficulties 
inherent in modeling the k equation, (Mansour et al., 1989), 
are avoided. By directly approximating the processes affecting 
the vorticity field, namely, vorticity transport and stretching, 
the method attempts to take advantage of the importance which 
vorticity dynamics has to understanding the nature of complex 
turbulent flows. The capacity of the approach to successfully 
model a range of complex engineering flows has been dem
onstrated in previous studies of an internal combustion engine 
flow field (Bernard, 1981), the edgetone flow field generated 
by the impingement of a jet on a sharp-edged wedge (Bernard, 
1990b) and the flow past a squared cylinder with periodic vortex 
shedding (Raul and Bernard, 1990). 

The present calculations consider the turbulent flow around 
a cube at the Reynolds numbers of 2000 and 14000. These 
results extend a previous investigation (Raul et al., 1990) of 
the equivalent laminar flow field using a vorticity-vector po
tential method. The cube flow field is considered, apart from 
its intrinsic interest, so as to maximize the possible grid res
olution. In particular, the simplicity of the cube geometry 
permits the calculation of all fields down to the solid boundary 
without the use of wall functions. The computations to be 
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described below appear to demonstrate the capacity of the 
current method to predict the mean properties of the cube flow 
over a range of Reynolds numbers. The predicted drag is shown 
to be in good agreement with experimental results, and the 
computed three-dimensional flow structure compares favor
ably with many of the observed attributes of similar bluff body 
flow fields. 

The turbulence closure scheme used in the present study is 
described in the next section. Following this, a brief description 
of the numerical approach is given and then the results of the 
calculations are described. Finally, some conclusions are given 
in the last section. 

Turbulence Equations 
Implementation of the most general form of the vorticity 

transport closure scheme in the context of turbulent cube flow 
requires the solution of dynamical_equations for the three 
components of the vorticity mean, 0,- and six components of 
the vorticity covariance f„ = w^j (Bernard and Berger, 1982). 
Coupled to this system of equations are several kinematic re
lations in which the mean velocity field is determined from 
0,- and the Reynolds stresses Tt{Uj are obtained from fy-. Here, 
Uj is the velocity and co,- the vorticity fluctuation vectors. Fal
lowing the approach of Richardson and Cornish (1977), U,- is 
obtained from scalar and wctor potentials which are deter
mined kinematically from 0,. In view of the extreme compu
tational requirements of the present simulation, the expediency 
is taken of solving a single equation for the trace f = fH of fy 
instead of separate relations for each of the components of 
tij. In this case, the kinematic problem of calculating UjiTj from 
fy is reduced to one of computing just the turbulent kinetic 
energy, k, from £". 

After some simplifications warranted by the replacement of 
fy by f, it follows that the dynamical equations for 0,- and f 
are, respectively, 

30/ 
dt ' dxj dxj 

2 , J\ 30, 

2 „ U- dk - dk 

' 3 \ dxj ' dxi 

dxj l + QiQiUi 
+ 0; 

dUj 
dXj 

(1) 

these equations represent advection and diffusion processes, 
respectively. Note that the total (viscous + turbulent) diffusiv-
ity in each equation is given by v + 2/ZkT. The last two terms 
in equation (1) account for vortex stretching and shearing 
phenomena. Production of turbulence from the mean flow is 
represented in the f equation by the third and fourth terms on 
the right-hand side. The fifth and sixth terms account for 
turbulence self-production effects while the last term represents 
dissipation. _ 

The mean velocity vector C//_can be determined from scalar 
and vector potentials 4> and i/„ respectively, by the decom
position 

— dd> 
dXj W dxj 

(3) 

where e/,* is the alternating tensor. As shown by Richardson 
and Cornish (1977), 4> is obtained as a solution to the Laplace 
equation 

V2</> = 0 (4) 

while \j/i satisfies the Poisson equation 

V2^,= - 0 , . (5) 

At solid surfaces 4> satisfies the non-penetration condition 30/ 
dn = 0, where n is the outward normal coordinate. In the pres
ent study the condition d<t>/dn = u„ is used at the far field 
boundary, where un is the outflow velocity. As in the earlier 
laminar flow calculations, un is set equal to the value appro
priate to the flow past a sphere with volume equivalent to that 
of the cube. At fixed surfaces the vector potential, i/</, satisfies 
the condition that both of the tangential components and the 
normal derivative of the normal component are zero. At the 
far field boundaries a soft condition is imposed to the effect 
that the second normal derivative of i/-,- vanishes. 

A general kinematic relationship between f and k consists 
of 

\2k 1 
f = ^ + 2 * V * - V * ( 6 ) 

which may be derived, after some simplification, from the 
defining equations for the microscales associated with the two 
point Eulerian velocity correlation coefficient 

* ( / • ) = 

u(x)-u(x + rn) 
u(x) • u(x) u(x + r n) • u(x + r n)' 

(7) 

and 

dt dXj dXj 
2 , J \ H\ 4 , „, 30,- 30/ 

v + - kT\ -rL)+-kT—1—i 

3 / dXjJ 3 dXj OXj 

+2SQ?r1 + 2Sfr1 + 4sr1r2 
14^ 

(2) 

Here T,S,QU and Q2 are Lagrangian integral time scales, 
Ti = 4k/\2 and V2 = (f - 3Ti)/2. A discussion of the derivation 
of (1) and (2) may be found, for example, in the thesis by Raul 
(1989). The first and second terms on the right-hand sides of 

where n is an arbitrary unit vector. Equation (7) always has a 
microscale (Bernard and Berger, 1983) so that (6) is well de
fined. Note that expressed in terms of Pj and r2, (6) becomes 
f=3r! + 2r2. 

It is evident from equations (2) and (6) that a separate re
lation giving X in terms of 0,- and f is needed in the present 
approach. This may be found in a family of solutions for the 
decay of isotropic turbulence first described by Sedov (1944). 
One aspect of this is the scale equation 

d\ 5 /-, 2c 

^7=-2^x +X (8) 

a 

cD 
Cs 
D 
k 

QuQi 
Re 

R(r) 

S 
t 

= cube dimension 
= drag coefficient {2D/pU\<^) 
= constant 
= drag 
= turbulent kinetic energy 
= Lagrangian time scales 
= Reynolds number 
= two point Eulerian velocity 

correlation coefficient 
= Lagrangian time scale 
= time 

T = 
Ui = 

Up -
Ui --
03) --

x,y,z --
e = 

em = 
0 = 

= Lagrangian time scale 
= fluctuating velocity compo

nent 
= free-stream velocity 
= mean velocity 
= fluctuating vorticity compo

nent 
= Cartesian coordinates 
= turbulent dissipation 
= alternating tensor 
= mean vorticity component 

0 
h 
s 

\ 
ft 
r 
V 

p 

scalar potential 
vector potential 
constant proportional to 
skewness factor of the ve
locity derivative fluctuation 
microscale 
vorticity covariance (oj/co,) 
trace of fy 
kinematic viscosity 
density 
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where 6 is a constant proportional to the skewness factor of 
the velocity derivative fluctuations. Equation (8) governs the 
change in X during decay from its initial value. The effect of 
the first term on the right-hand side is to reduce X by vortex 
stretching while the second causes an increase in X due to 
viscous spreading of eddies. While X will change in time during 
turbulent decay, it may be hypothesized that in flows with a 
source of turbulence due to a mean shear, the opposing pro
cesses of vortex stretching and viscous spreading will be in 
balance, and that this equilibrium will be maintained despite 
changes in the mean flow field. Consequently, it is assumed 
that 

It should be remarked that it is common practice in many other 
closures to determine X implicitly through its defining equation, 
i.e., a relation such as (6), as one aspect of modeling the 
dynamical k equation. The very different use to which (6) is 
made here (as a source of k) necessitates the inclusion of a 
separate relation for X. Besides the advantage (9) has of bring
ing some of the physics of the dissipation scale into the closure 
scheme, the present methodology avoids the formidable dif
ficulties entailed in modeling the k equation (Mansour et al., 
1989). 

For the present study, T, Q\,Q2, and S were computed as 
in earlier applications of the approach. T, Qi> and Qi were set 
to constants while the scale S was given by 

where Cs is a constant and f* = 12&/X2. This expression is 
suggested by dimensional arguments (Hinze, 1975, p. 394). An 
attractive feature of equation (10) is that its use provides a 
means of insuring that the turbulence self-production terms in 
equation (2) are always bounded by the dissipation term, a 
necessary condition for stability. Thus, equations (6), (9), and 
(10) imply that 

2srr 1 + 4 S rA-^W-^=- r 3 / 2 ( ^ - f f ) . 
so that as long as 

7 2C, 
26-9T>° (11) 

finite solutions to equation (2) may exist. Equation (11) acts 
as a constraint on the selection of Cs and 5 which must always 
be satisfied. 

To summarize, the complete set of equations forming the 
vorticity transport model consists of equations (1) and (2) 
accounting for the dynamics of fi,- and f, respectively, and the 
kinematical relationships given by (4) for 4>, (5) for t/<; and (6) 
for k. Finally, X2 is computed via equation (9) and S by (10). 
The externally supplied quantities to the system of equations 
consist of the five constants T,QUQ2,CS, and 5. 

For the computation of the cube flow at Re = 2000 described 
below, the values of the constants appearing in the turbulent 
equations were 6 = 0.037, Cs = 0.001, 7=0.25, Qi = 0.1 and 
Q2 = 0.01. In the case when Re= 14,000 the values 5 = 0.01, 
Cs = 0.001, r=0.25, Q1 = 0.1 and Q2 = 0.01 were used. The 
selection of parameters was based on previous studies of chan
nel and jet flow fields in which allowance was made for the 
differing Reynolds numbers. The approximate Reynolds num
ber dependence of the constants can be deduced from an anal
ysis of the governing equations (Raul, 1989). The numerical 
solutions to the system of equations were found to be relatively 
insensitive to the particular values chosen for the scales. In 
particular, variations by ±15 percent of the principle scales 
T, 8, and Cs were found to cause a change in the drag of less 

Fig. 1 Numerical mesh in quarter domain 

than .4 percent, and no qualitative effect on the visualized 
flow fields. In addition, the possibility of having converged 
solutions was not dependent on a precise selection of the pa
rameter values. 

Numerical Scheme 
The present simulation capitalizes on the symmetries of the 

cube flow field by considering just a quarter of the flow do
main. Besides reducing the expense of the computations, this 
allows for enhanced resolution of the boundary layers. Since 
experiments (Bearman, 1978; Nakaguchi, 1978) indicate that 
periodic vortex shedding from alternate sides of the cube is 
not expected, no loss of generality is imposed by this limitation. 
The finite difference mesh incorporated in the quarter domain 
is shown in Fig. 1. The cube occupies the region - .5 to + .5 
in all three directions. Grid points are exponentially stretched 
in each direction with allowance for greatest densities on the 
surfaces, edges and corners of the cube. The complete storage 
requirement of the mesh is limited to several one dimensional 
arrays of positions and scale factors. 

As in the previous laminar flow study, semi-implicit second 
order spatial finite difference approximations were applied to 
the equations of motion transformed into the numerical co
ordinate system. The details of these formulas may be found 
elsewhere (Raul, 1989). The coupled algebraic equations were 
solved using an 8 color SOR algorithm in which 8 passes are 
made through the mesh, on each of which relaxation occurs 
only on every other mesh point in the three directions. In this 
way, no two adjacent points are updated together so that a 
fully vectorizable calculation is possible. 

The numerical solution of equation (6) is complicated some
what in that the term containing gradients, which is the highest 
differentiated term, is negligible compared to the other term 
at points sufficiently far from boundaries. For the present 
study this difficulty was avoided by calculating k outward from 
the solid surfaces assuming an inconsequential variation of k 
parallel to the surface. From the location near the wall where 
k achieved a peak and beyond, the entire gradient term in 
equation (6) was set to zero and k was computed from 

Tests of this procedure in a channel flow demonstrate it to be 
highly accurate. By this technique, a good approximate so
lution to equation (6) was obtained with minimal numerical 
difficulties. 

The outer boundaries of the computed domain were assumed 
to be in the far field of the cube flow. For the calculations 
reported here the computational box extended 10 cube di
ameters in the streamwise, i.e., x direction, and 8 diameters 
in the two spanwise directions, y and z, while the numerical 
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Fig. 3 Velocity vectors, Re = 2000, on z=0.0 plane 

Fig. 2 Drag versus Reynolds number, o, present calculations; a, lam
inar flow calculations (Raul et al., 1990); A, Nakaguchi data; x , Anderson 
data; —, Flat plates normal to the flow; , cube drop experiments. 

grid contained 69 x 31 x 31 points in thex,y, andz directions, 
respectively. The computations on this grid were carried out 
on the SDSC Cray XMP/48 supercomputer. To test the de
pendence of the primary calculation on the grid density, several 
additional simulations at Re = 2000 and 14,000 were per
formed on the NCSA Cray 2 using a mesh with 99 x 50 x 
50 points and the identical computational box size. The results 
of these secondary calculations revealed the presence of a rel
atively insignificant dependence of the computed flow field on 
the numerical parameters. In particular, the differences be
tween the solutions computed on the two grids would not be 
evident in the plots of the velocity field and other quantities 
to be shown below. In the case of the drag at Re = 2000 a 2 
percent change was observed and at Re = 14,000 this difference 
was 3 percent. Part of these changes may be attributed to the 
fact that the test computations were not run to as high a degree 
of convergence as were the primary calculations, since the trend 
was toward reducing the differences in drag at the end of the 
test simulations. 

The extent to which the numerical solution depended on the 
domain size was also tested. In particular, a calculation was 
made on the SDSC Cray XMP in an extended domain of 15 
x 12 x 12 cube diameters. This used a mesh containing a few 
extra points in each direction so as to accommodate the larger 
domain without altering the density of points in the vicinity 
of the cube surface. As before, only a minor change in the 
computed solution was observed. In this case a less than 1 
percent change in drag occurred suggesting that the procedures 
for taking into account the far field conditions were adequate. 

The solution at Re = 2000 was computed using a converged 
solution at Re = 100 as initial condition. The f field was given 
an initial value in the form of a large constant near the cube, 
and a small constant value elsewhere. In view of the absence 
of a good initial guess for f it was necessary to integrate ap
proximately 20,000 time steps, with integration intervals At 
varying from .00002 to .00005, untilthe global L2 norm of the 
change in the mean vorticity, i.e., IIQ"+1-Q"ll2 <3xl0" 4 . At 
this point the change in the drag value was less than 1 x 10~5and 
the solution was assumed to have converged and the calculation 
was stopped. It should be noted that even after the flow in the 
vicinity of the cube reached steady state, the wake continued 
to develop in the far field. The small time step used in the 
calculation was necessary to prevent non-linear instabilities in 
the coupled equations. The flow field at Re = 14000 was started 
from the solution at 2000 so that in this case, convergence to 
a steady solution was much more rapid. 

Results and Discussion 
A principal quantity of interest in regards to the cube flow 

Fig. 4 Velocity vectors, Re = 2000, on z= -0.43 plane 

is the drag coefficient. For the converged numerical solution 
at Re = 2000 this was computed to be 1.23 while at Re= 14000 
it was 1.17. A comparison of these values with experimental 
data is shown in Fig. 2. Included in the latter is a point which 
is obtained from extrapolation of the drag coefficients meas
ured by Nakaguchi (1978) for the flow past bars of square 
cross section aligned with the flow. In particular, it is found 
that CD for a cube is 1.17 at Re = 1.7 x 105. These experiments 
also suggest that the drag coefficient does not change appre
ciably for Re between .77 x 105 and 2.3 x 105. An additional 
data point in Fig. 2 is due to Anderson (1977) who reported 
that Co =1.09 for the cube flow at Re = 3xl05 . To give an 
idea of what is to be expected at other Reynolds numbers, the 
drag due to a square flat plat held normal to the flow (Hoerner, 
1965) is also shown, as well as some results for laminar flows 
reported earlier (Raul et al., 1990). 

The character of the computed flow field may be deduced 
from the series of velocity vector plots contained in Figs. 3-
10 for the Re = 2000 solutions. The flow at Re = 14000 shows 
many of the same features. A view of the cube flow in the 
x-y plane through its midpoint is shown in Fig. 3. The wake 
is much longer here as compared to the laminar case (Raul et 
al., 1990). In particular, the point of flow reversal on the central 
axis behind the cube extends 1.12 cube diameters, versus .52 
for the Re = 100 case. Along the side surfaces of the cube a 
zone of relatively stationary fluid exists. In contrast to the 
laminar solution, a region of reverse flow occurs which extends 
approximately half way along the sides of the cube. Flow 
separation begins a little aft of the front edge, and not exactly 
at it, as has been observed in earlier studies of two-dimensional 
bluff body flows (Ghia and Davis, 1974; Lane and Loehrke, 
1980). These general attributes of the computed flow field agree 
with experimental observations at Re = 3xl05 by Anderson 
(1977), who observed that dye placed on the side surfaces of 
the cube did not show significant motion. 

At points closer to the edge, as depicted in Fig. 4 on the 
plane z= - .43 , the boundary layer stays attached. A three-
dimensional view of velocity vectors just off the surface, given 
in Fig. 5, shows the complete separation zone. Flow reversal 
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Fig. 5 Velocity vectors just off the cube surface, Re = 2000, three-di
mensional view from rear 
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Fig. 8 Velocity vectors, Re = 2000, on x = 0.0 plane 
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Fig. 6 Velocity vectors, Re = 2000, on x= -0.51 plane 
Fig. 9 Velocity vectors, Re = 2000, on x=0.11 plane 

Fig. 7 Velocity vectors, Re = 2000, on x= -0.43 plane 

is observed to reach a maximum at a point along the mid-line 
of the sides, while none occurs near the edges. An interesting 
vortical circulation pattern is also evident as the flow negotiates 
past the front corners. Near the rear edges of the cube the flow 
is away from the corners. In the wake behind the cube this 
causes the velocity defect distribution to acquire a double ex

ternum as is visible in Fig. 4. In contrast, at the mid point of 
the cube, as may be seen in Fig. 3, a single minimum velocity 
defect exists. 

Further insight into the field may be gained from Figs. 6-
10 which display the velocity vectors on planes normal to the 
main flow direction. In Fig. 6 the view is just ahead of the 
cube at x = - . 5 1 . The flow is outward from the stagnation 
point at the center. The fluid tends to slip around the corners, 
first traveling away from the diagonal line between the center 
and corner of the front cube face, and then toward it at points 
beyond the plane of the cube. At the location x= - .43 in Fig. 
7, the flow has a sizable component distinctly toward the edge. 
The flow here is uniformly away from the cube surface. This 
changes by the plane x= 0 in Fig. 8, which is through the center 
of the cube. Here, the flow near the cube is toward it and in 
a direction away from the edges. A clear line demarcating the 
flow toward and away from the cube is also visible. The most 
intense outward movement appears to be at points furthest 
from the streamwise edges of the cube. 

At the location x= .11 shown in Fig. 9 there is an increase 
in the magnitude of the fluid movement away from the edges 
in comparison to Fig. 8, while the line separating inward from 
outward flow has moved further from the cube. The motion 
away from the cube is also less significant than previously. 
Figure 10 is a view in the wake'of the cube at x= .64. Here 
the flow is now entirely towards the cube. The motion on the 
rear face is toward the edges as a manifestation of the presence 
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Fig. 10 Velocity vectors, Re = 2000, on x = 0.64 plane 
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Fig. 11 Mean axial velocity on central line, y = 0 , z=0 . —, cube cal
culation Re = 14000; , cube calculation Re = 100; a, data for square 
bars from Durao et al. (1988); A, result from calculation using k-1 closure 
Durao et al. (1987). 

of counter-rotating vortical pairs formed around each corner. 
This motion accounts for the influx of high speed fluid toward 
the center of the rear edges of the cube, thereby leading to the 
double velocity defect observed previously in Fig. 4. 

An important characteristic of the computed solution is the 
nondimensional mean axial velocity, Ui/U0, along the center-
line. Here, U0 denotes the undisturbed free-stream velocity. 
While such data appears to be unavailable for cube flow, some 
measurements of this for the case of the flow past a square 
bar has been reported by Durao et al. (1988). A comparison 
of the cube results with these experiments is shown in Fig. 11 
for Re= 14000. Also included is the axial velocity computed 
in the laminar flow at Re = 100 as well as a curve computed 
by Durao et al. (1987) using the k-e closure. This particular 
curve is one in which the parameters of the model were adjusted 
to get a good prediction of the size of the separated region in 
the rear, though in fact for this solution no separation occurred 
at the sides. It is also evident that the velocity defect for this 
curve is greatly underpredicted. 

Figure 11 shows only a minor difference in the computed 
axial velocity ahead of the cube for the Re= 100 and 14,000 
flow fields, with the latter slightly steeper, as may be expected. 
The calculated axial velocity displays a more gradual reduction 
toward the front face than is evident from the experiments. 
This may be due to a potential blockage effect resulting from 

Fig. 12 Contours of f on plane z= 0.0, Re = 2000 

0.0 O.l 0.2 

Fig. 13 Cross sections of turbulent kinetic energy k/U I for Re = 14000 
solution 

the use of a finite computational box, or, perhaps, due to the 
differences between the cube and square bar flow fields. 

In the wake behind the cube a very significant difference 
exists between the laminar and turbulent axial velocities, with 
the latter showing close agreement with the data. The relatively 
rapid recovery of the computed solution toward the free stream 
value, which is visible in the figure, may be due to the fact 
that the wake is still developing in the present calculation. 

Experimental or numerical predictions of turbulence levels 
in the cube flow with which the present results may be com
pared appear to be unavailable. Nonetheless, to give some idea 
of the turbulent field computed in the present case, contours 
of f in the central plane z = 0 are shown in Fig. 12. Extremely 
high levels of turbulence are evident along the front edge of 
the cube with the greatest concentration at the sharp corner. 
The turbulence produced here is unable to convect or diffuse 
very far upstream of the cube so that a relatively sharp interface 
between the turbulence and upstream potential regions of the 
flow is evident. The turbulence generated at the front face 
convects outward and downstream forming a decaying tur
bulent wake. Some additional turbulence is generated as the 
fluid passes by the rear edge of the cube. 

Further insight into the computed turbulent field may be 
obtained from Fig. 13 showing profiles of the scaled turbulent 
kinetic energy, k/U%, for the Re =14000 solution, at several 
stations along and behind the cube. The highest level of k is 
observed to occur just off the front edge of the cube on the 
line which is flush with the front face. The region of significant 
turbulent activity is seen to broaden outward along the sides 
of the cube and into the wake. A slight narrowing of the wake 
may also be observed, as well as the convection and diffusion 
of turbulence into the region directly behind the cube. Tur
bulence generated at the rear edge of the cube is responsible 
for the secondary peak in k at this location. The magnitude 
of the computed k field compares favorably with that measured 
in related flows including that of square bars (Durao et al., 
1987) and circular disks (Taylor and Whitelaw, 1984). 

Conclusions 
The turbulent flow field generated by the movement of fluid 

past a stationary cube has been calculated at two Reynolds 
numbers in the turbulent regime. The present approach im
plements a vorticity transport closure scheme depending on 
the solution of closed dynamical equations for the vorticity 
mean and covariartce. The need to model the dynamical equa-
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tion for turbulent kinetic energy is circumvented by instead 
obtaining k kinematically. The possibility of such a develop
ment rests on the opportunity to calculate the dissipation length 
scale A from a relation expressing a balance of vortex stretching 
and diffusion processes. 

Special provision was taken to supply sufficient grid reso
lution near boundaries so that wall function boundary con
ditions and all the uncertainties associated with them could be 
avoided. It is likely that this step contributed significantly to 
the success of the present calculations. Converged solutions 
for the cube flow proved to be attainable for a wide range of 
the input constants as long as equation (11) was satisfied and 
the integration time step was kept small enough. 

The computed flow field appeared to have physical char
acteristics in keeping with the observed properties of similar 
bluff body flow fields. In particular, the separated region on 
the side and wake appeared to be well accounted for as well 
as the predicted drag. The numerical solutions also revealed a 
number of interesting features of the cube flow, such as the 
presence of stream wise vortex pairs formed at each rear corner. 
The indication from these results is that the vorticity transport 
closure scheme, in combination with a numerical grid allowing 
for adequate resolution of the flow in the wall region, should 
be capable of providing converged solutions to a wide range 
of bluff body flow fields. Future work will consider flows past 
more complex bodies such as a cube extended in the stream wise 
direction, and, as a step toward consideration of a real au
tomotive shape, the flow past a rectangular prism with a rear 
base slant. 

Acknowledgments 
Support for this research was provided in part by the U. S. 

Navy (SPAWAR) Contract N00039-89-C-5301 and the Ford 
Motor Company. Computer time was provided by the San 
Diego Supercomputer Center and by Cray Research Inc. at 
the National Center for Supercomputing Applications. 

References 
Anderson, H. L., 1977, "Investigation of the Forces on Bluff Bodies Near 

the Ground," M. Sc. dissertation, University of London. 
Bearman, P. W., 1978, "Some Effects of Free-Stream Turbulence and the 

Presence of the Ground on the Flow Around Bluff Bodies," Aerodynamic Drag 
Mechanisms of Bluff Bodies and Road Vehicles, Sovran, G. S., et al. (eds.), 
Plenum Press, New York. 

Bernard, P. S., 1981, "Computation of the Turbulent Flow in an Internal 
Combustion Engine During Compression," ASME JOURNAL OF FLUIDS ENGI
NEERING, Vol. 103, pp. 75-81. 

Bernard, P. S., 1990a, "Turbulent Vorticity Transport in Three Dimensions," 
Theoretical and Computational Fluid Dynamics, Vol. 2, pp. 165-183. 

Bernard, P. S., 1990b, "Turbulence Effects in the Edgetone Flowfield," 
Journal of Fluids and Structures, Vol. 4, pp. 449-470. 

Bernard, P. S., and Berger, B. S., 1982, "A Method for Computing Three-
Dimensional Turbulent Flows," SI AM Journal on Applied Mathematics, Vol. 
42, pp. 453-470. 

Bernard, P. S., and Berger, B. S, 1983, "Microscales and Correlation Tensors 
in the Viscous Turbulent Sublayer," ASME Journal of Applied Mechanics, Vol. 
105, pp. 455-456. 

Chorin, A. J., 1974, "An Analysis of Turbulent Flow with Shear," Report 
FM-74-9, College of Engineering, University of California, Berkeley. 

Demuren, A. O., and Rodi, W., 1982, "Calculation of Three-Dimensional 
Flow Around Car Bodies," Int. Symposium, Vehicle Aerodynamics, Wolfsburg. 

Durao, D. F. G., Heitor, M. V., and Pereira, J. C. F., 1988, "Measurements 
of Turbulent and Periodic Flows around a Square Cross-Section Cylinder," 
Experiments in Fluids, Vol. 6, pp. 298-304. 

Durao, D. F. G., Heitor, M. V., and Pereira, J. C. F., 1987, "The Turbulent 
Flow in the Near Wake, of a Squared Obstacle," Forum on Turbulent Flows, 
Bower, W. W., (ed.), FED-Vol. 51, pp. 45-50. 

Gooding, A., Engelman, M. S., and Haroutunian, V., 1988, "Simulation of 
Transient Turbulent Flow Past a Bluff Body," Proceedings of The Second 
FIDAP Users Conference, Evanston, 111., Oct. 2-4. 

Ghia, U., and Davis, T., 1974, "Navier-Stokes Solutions for Flow Past a 
Class of Two-Dimensional Semi-Infinite Bodies," AIAA Journal, Vol. 12, pp. 
1659-1665. 

Han, T., 1989, "Computational Analysis of Three-Dimensional Turbulent 
Flow Around a Bluff Body in Ground Proximity," AIAA Journal, Vol. 27, 
No. 9, pp. 1213-1219. 

Hinze, J. O., 1975, Turbulence, 2nd ed. McGraw-Hill, New York. 
Hoerner, S. F., 1965, Fluid Dynamic Drag, Sec. 3, Published by Author, 

Brick Town, N. J. 
Lakshminarayana, B., 1986, "Turbulence Modeling for Complex Shear 

Flows," AIAA Journal, Vol. 24, No. 12, pp. 1900-1917. 
Lane, J. C , and Loehrke, R. I., 1980, "Leading Edge Separation From a 

Blunt Plate at Low Reynolds Numbers," Momentum and Heal Transfer Pro
cesses in Recirculating Flows, ASME publication HTD, Vol. 13, pp. 45-48. 

Laurence, D., 1986, "A Computational Method for the Determination of the 
Flow Field Around Vehicles," von Karman Institute for Fluid Dynamics Lecture 
Series 1986-05. 

Mansour, N. N., Kim, J., and Moin, P., 1989, "Near-Wall k-t Turbulence 
Modeling," AIAA Journal, Vol. 27, pp. 1068-1073. 

Markatos, N. G., 1983, "The Theoretical Prediction of External Aerody
namics of Road Vehicles," International Journal of Vehicle Design, Techno
logical Advances in Vehicle Design Series, SP3, Impact of Aerodynamics on 
Vehicle Design, pp. 387-400. 

Murakami, S., 1990, "Numerical Simulation of Turbulent Flowfield Around 
Cubic Model: Current Status and Applications of the k-t Model and LES," 
Journal of Wind Engineering and Industrial Aerodynamics, Vol. 33, pp. 139-
152. 

Murakami, S., and Mochida, A., 1988, "3-D Numerical Simulation of Airflow 
Around a Cubic Model By Means of the k—t Model," Journal of Wind En
gineering and Industrial Aerodynamics, Vol. 31, pp. 283-303. 

Nakaguchi, H., 1978, "Recent Japanese Research on Three-Dimensional Bluff 
Body Flows Relevant to Road Vehicle Aerodynamics," Aerodynamic Drag 
Mechanisms of Bluff Bodies and Road Vehicles, Sovran, G. S., et. al. (eds.), 
Plenum Press, New York. 

Raul, R., 1989, "A Numerical Investigation of Laminar and Turbulent Flow 
Past a Cube," Ph.D. thesis, University of Maryland. 

Raul, R., and Bernard, P. S., 1990, "Numerical Simulation of Unsteady 
Forces on a Square Prism in Turbulent Flow," Proc. AIAA Aerosciences Meet
ing, Reno, Nevada, Paper AIAA-90-0582. 

Raul, R., Bernard, P. S., and Buckley, F. T., 1990, "An Application of the 
Vorticity-Vector Potential Method to Laminar Cube Flow," International Jour
nal of Numerical Methods in Fluid Dynamics, Vol. 10, pp. 875-888. 

Richardson, S. M., and Cornish, A. R. H., 1977, "Solution of Three-Di
mensional Incompressible Flow Problems," Journal of Fluid Mechanics, Vol. 
82, pp. 309-319. 

Sedov, L. I., 1944, "Decay of Isotropic Turbulent Motions of Incompressible 
Fluids," Doklady Akademie Nauk, SSSR, Vol. 42, pp. 116-119. 

Taylor, A. M. K. P., and Whitelaw, J. H., 1984, "Velocity Characteristics 
in the Turbulent Near Wakes of Confined Axisymmetric Bluff Bodies," Journal 
of Fluid Mechanics, Vol. 139, pp. 391-416. 

222/Vol . 113, JUNE 1991 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



P. J. Lefebvre 
Naval Underwater Systems Center, 

Newport, Rl 02841 
Mem. ASME 

F. M. White 
University of Rhode island, 

Kingston, Rl 02881 
Mem. ASME 

Further Experiments on Transition 
to Turbulence in Constant-
Acceleration Pipe Flow 
A second series of experiments was conducted to extend and validate recently reported 
data by the present authors on transition to turbulence in pipe flows started from 
rest under constant acceleration. The test section diameter was increased from the 
5 cm of the previous experiment to 9 cm for the present study. The low end of the 
acceleration range was also extended by an order of magnitude from 1.8 m/s2 down 
to 0.2 m/s2. The highest acceleration was 11.2 m/s2. Pipe Reynolds number at 
transition was observed to be as high as 1.1 x Iff. The present results are shown to 
validate the previously suggested transition correlation parameters. An analysis based 
on an empirical equation for transition in convectively accelerated flows is extended 
and applied to the current experimental data. 

Introduction 
In a previous paper, Lefebvre and White (1989) presented 

data on a unique series of experiments on transition to tur
bulence in pipe flows started from rest under approximately 
constant acceleration. In the remainder of this paper that study 
will be identified as the "previous study." Those experiments 
were conducted on a 5-cm (2-in.) diameter circular test section 
with accelerations ranging from 2 to 12 m/s2. The test section 
was 30-m long with an internal surface machined to tight tol
erances and honed to a 0.4 micron finish. Instrumentation to 
detect laminar to turbulent transition included six hot-film 
surface shear stress sensors equally distributed along the test 
section length and a laser Doppler velocimeter (LDV) with its 
measuring volume positioned at the test section centerline. 

Transition from laminar to turbulent flow was shown to be 
considerably delayed when compared to that expected from a 
quasi-steady analysis; transition pipe Reynolds numbers ranged 
between 2 x10s and 5xl05 . Several dimensionless transition 
correlation parameters were suggested and shown to be rea
sonably representative of the data. Those experiments were a 
subset of a larger project which included transient velocity 
profile, turbulence and surface shear stress measurements; re
sults are presented in Lefebvre (1987). 

The present paper reports on a subsequent series of similar 
transition experiments conducted on a larger 9-cm (3.57-in.) 
diameter circular test section. This new series of experiments 
further extends the data base at the lower portion of the ac
celeration range, thus more closely approaching steady-state 
conditions. The new data provide further validation of the 
dimensionless transition correlation parameters previously pre
sented. The present paper also compares the experimental data 
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with a simplified analysis based on an empirical equation for 
transition in convectively accelerated external flows. 

Experimental Procedure 
As in the previous study, the present experiment was per

formed in the Unsteady Flow Loop Facility at the Naval Un
derwater Systems Center (NUSC), Newport, Rl. This facility 
is capable of providing user-programmed acceleration of the 
mean flow over a large range of velocities and accelerations 
through transient control of a flow control valve. A detailed 
description of the facility design and operation is provided in 
Lefebvre (1986). 

Facility modifications that were incorporated for the present 
study consisted mainly of changing the test section to one with 
the larger 9-cm diameter and replacing the 7.6-cm control valve 
with a 15.2-cm valve to accommodate the higher flow rates 
through the larger test section. 

As shown in Fig. 1, the new 9-cm-diameter test section con
sists of a 24.4-m-long section of PVC pipe followed by a 6.0-
m-long cast acrylic section where LDV measurements are made. 
At each flanged junction, care was taken to minimize any step 
at the interface between adjacent pipe sections. This test section 
was built specifically for only this one series of tests aimed at 
extending the laminar-turbulent transition data base to a larger 
diameter. Consequently, unlike the extensively machined 5-cm 
diameter test section, the internal surface of the 9-cm diameter 
test section was used as purchased with no subsequent ma
chining to improve the constancy of the diameter or the round
ness. Since PVC pipe may be slightly out-of-round, the flange 
connections in Fig. 1 are possible sources of flow disturbances 
in this new experiment. 

As was done in the previous study, the time of transition to 
turbulence was monitored by the LDV positioned at the cen-
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terline of the pipe and by hot-film surface shear stress sensors. 
Since the results of the previous study exhibited essentially the 
same time of transition at each of the six shear stress sensors, 
for the present study only two shear stress sensors were used 
and located in the PVC section at 12.2 m and 18.3 m from 
the entrance to the test section. All other aspects of testing 
including instrumentation, instrumentation setup, data ac
quisition and facility operation are identical to those of Le-
febvre and White (1989). 

For each test run, the control system was programmed to 
provide constant acceleration from rest, leveling off to a final 
mean velocity that was sufficiently above the transition velocity 
so as not to affect transition itself. Mean flow accelerations 
ranged from 0.2 to 11.2 m/s2. Final mean velocity ranged from 
2.4 to 11.2 m/s, depending on acceleration. 

Simplified Stability Analysis 
As in the previous study, Lefebvre and White (1989), the 

classic analytic solution given by Szymanski (1932) for the 
startup of laminar pipe flow subject to a suddenly applied 
constant pressure gradient forms the basis of the present anal
ysis. 

From small nondimensional times, t* = vt/R2<0.05, Szy-
manski's solution gives a centerline velocity that increases lin
early with time, approximating a constant-acceleration startup. 
This solution is assumed to hold as long as the flow is laminar, 
i.e., from the start of the transient to the time of transition 
to turbulence. The values of t* at transition for the combined 
5- and 9-cm experiments ranged from 0.00045 to 0.0036, well 
within the applicable range for the constant-acceleration ap
proximation. 

Figure 2 shows LDV centerline velocity data, «o, plotted 
against t* for a typical pipe startup test on each of the test 
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Fig. 2 LDV centerline velocity data (Uncertainty in uju, = ±3 percent, 
in /*= ±2 percent) 

sections. Velocity data are non-dimensionalized with uf, Szy-
manski's final centerline velocity or the PoiseuiUe maximum 
velocity at steady state. The value of Uf for each run was 
calculated by applying Szymanski's equation for nondimen
sional velocity at the transition values of /* and u0. 

The 5-cm data in Fig. 2 were at an acceleration of 6 m/s2, 
while those for the 9-cm section were at 4.5 m/s2. Even though 
the times of transition for both sets of data are approximately 
equal, the 9-cm data do not cover as wide at* range due to 
the larger diameter. The data are shown to compare well with 

Nomenclature 

a = acceleration 
D = pipe diameter 

D* = dimensionless parameter, 
equation (10) 

R = pipe radius 
Rej) = pipe Reynolds number, UD/v 

Kx = distance Reynolds number, 
Ux/v 

Re5 = boundary layer Reynolds num
ber, Ub/v 

t = time 
t* = dimensionless time, vt/R2 

T* = dimensionless parameter, 
equation (9) 

U = instantaneous mean axial ve
locity 

Uf = PoiseuiUe maximum velocity, 
R\-dp/dx)/4(i 

u0 = axial velocity at pipe centerline 
x = axial displacement of bulk 

fluid 

5 = boundary layer thickness (99 
percent) 

8* = displacement thickness 
6 = momentum thickness 
fi = viscosity 
v = kinematic viscosity 

Subscript' 
tr = at the transition point 

crit = at the critical point 
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Szymanski's solution, thus validating the appropriateness of 
basing the current analysis on that solution. 

As shown in the previous paper, Szymanski's solution can 
be used to obtain the boundary layer parameters: 

899Vs~2.9(pt),/2 (1) 
8*~0.17(pf)ul (2) 

6>~0.35(^)1/2- (3) 
For transition values of these parameters, / was taken as the 
time from the start of the transition to the time at which 
transition occurred. 

To estimate the time of transition for the case of constant-
acceleration pipe flow, the assumption is made that transition 
occurs because the velocity profile becomes unstable. The 
mechanisms and events leading to the initiation of this insta
bility and transition are assumed to be similar to those which 
are responsible for instability and transition in steady external 
flows with pressure gradients. This appears to be a reasonable 
first-order approximation considering that the maximum 
boundary layer thickness at transition, 59WMr, in both the 5-
and 9-cm experiments ranged between 0.06R and 0.17R which 
resulted in sufficiently small pipe curvature effects. 

A reasonable criterion for estimating transition to turbulence 
in external flows under a large range of pressure gradients 
(convective acceleration or deceleration) was given by Michel 
in 1952 (White, 1974) as 

{W/v\,~2.%Ux/vf (4) 

To apply this equation to the present case of constant ac
celeration a, the instantaneous mean axial velocity can be taken 
as U~at. Likewise, the mean displacement of the bulk fluid 
since the start of the acceleration is estimated to be x = at2/2. 
Combining these along with equation (3) into equation (4) leads 
to an equation for the time of transition: 

/tr~450(e/a':) 2-. 1/3 
(5) 

This simple expression is in better agreement with the present 
experiments than any of the many other transition-prediction 
schemes reviewed by White (1974) and Arnal (1984). Appar
ently, most transition correlations are keyed toward adverse 
pressure gradients. 

Theoretical Values of Proposed Correlations Groups 
The results from the above analysis can be incorporated into 

the equations of the various transition correlation parameters 
presented in the previous study. The resulting theoretical values 
for the more pertinent correlation parameters, those of which 
will be used in this paper, are: 

ReAtr=DU/v ~ 450 D(a/v2)xn (6) 
ReSitI = SU/v~ 28,200 (7) 

t?r = v tir/R
2~ 3.65 X lOVRec.t,2 = 1800/A*2 (8) 

-450 (9) 
(10) 

As noted in Lefebvre and White (1989), these parameters are 
not independent, e.g., Rez>= T*D*. Equations (7) and (9) are 
the simplest predictions, with the latter having the smallest 
experimental scatter. 

Results 
Thirty-two test runs were conducted on the 9-cm-diameter 

test section. As in the study of Lefebvre and White (1989) and 
shown in their Fig. 4, all of the surface shear stress sensors 
and the LDV indicate transition to turbulence at nearly the 
same time. Among the measurements, the maximum deviation 
in transition time was similar to that observed during the pre-

n = tXT(a2/v)m-

A* = D{a/v2)m ~ ReD,tr/450. 

vious test series, that is, within 50 milliseconds or 3 percent 
of the total time to transition. This further supports the con
clusion that for constant-acceleration pipe startup flow, the 
entire flow in the test section undergoes a kind of global insta
bility, with transition being essentially independent of axial 
position. 

During all the previous 5-cm and most of the 9-cm test runs, 
the flow, as observed at the three measurement stations, re
mained laminar until final transition to turbulence occurred. 
However, during several of the 9-cm test runs, what appeared 
to be a turbulent slug preceded final transition. This slug was 
a localized, short duration region of turbulence thought to 
arise from a natural occurrence and was observable only at 
the surface shear stress sensor and not at the LDV. The presence 
of the slug was identified by an abrupt laminar to turbulent 
transition followed by a brief duration of sustained turbulence 
and subsequently a reversion back to laminar flow. 

Figure 3 shows the uncalibrated voltage output signal from 
the two surface shear stress sensors for two different runs; the 
upper frame at an acceleration of 7.1 m/s2 and the lower at 
5.65 m/s2. In both cases, the time of final transition, as noted 
on the figure, is apparent by the abrupt and persistent increase 
in the magnitude of both the signal level and the fluctuations. 
Final transition is seen to occur at the same time at each of 
the sensor locations. The sensitivity for sensor number 2 was 
not set as high as that for sensor number 1 and therefore the 
fluctuations in the signal due to turbulence were not as large. 

The turbulent slug that precedes the time of final transition 
is clearly identifiable in Fig. 3, the flow on both sides of the 
turbulent slug being laminar. In the upper frame (a = 7.1 m/ 
s2), the slug was observed at sensor location 2; in the lower 
frame (a = 5.65 m/s2), the slug appeared at sensor location 1. 
Based on a constant acceleration of the mean flow and as
suming that the slug traveled at the bulk flow velocity, it is 
estimated that the slug's length was 2.0 m for the 7.1 m/s2 

case and 1.2 m for the 5.65 m/s2 case. The Reynolds number 
at the start of the slug was 6.0x 105 and 5.6 x 105 for the 7.1 
m/s2 and 5.65 m/s2 cases, respectively. 

The signals of Fig. 3 are similar to those observed by Moss 
(1989) in his constant-head facility, where the quick opening 
of a valve provided an approximate step increase in flow rate. 
Moss also classified the phenomenon as a turbulent slug being 
generated by either of two modes. Mode I was a slug generated 
at a disturbance in the pipe (such as at the entrance to the test 
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Fig. 3 Surface shear stress sensor output exhibiting a turbulent slug 

Journal of Fluids Engineering JUNE 1991, Vol. 113/225 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



section) that then propagates downstream; mode II was a nat
ural occurrence of transition within the temporally and spa
tially developing flow. 

Unlike the present study, Moss observed continued turbu
lence (no slugs) after the initial transition for flows above a 
relatively low Reynolds number, ReD> 11,000. In the present 
study, the substantially higher values of Reynolds number at 
which turbulent slugs were observed is expected because Moss's 
test condition did not maintain acceleration of the mean flow 
at the times when the slugs were observed. The present facility, 
being able to maintain constant acceleration over a large Reyn
olds number range, provides the stabilizing effect of acceler
ation at the higher flows, thus tending to delay transition or 
the generation of turbulent slugs. 

In the present study, the length of the test section precluded 
either the entrance flow or flow that started at a flanged junc
tion from reaching any of the sensor locations at either the 
time of the slug or the time of final transition. Therefore, a 
slug originating at any of the known geometric disturbances 
is ruled out. Because the slug appeared only during a few test 
runs, and even then at different sensor locations, it is believed 
that the cause of the slug is more likely a relatively small 
disturbance within the test section or a natural instability in 
the velocity profile. Furthermore, the observance of a slug was 
believed to be intermittent because, under the accelerations 
tested, the flow tends to become unstable at even slight dis
turbances, including vibrations, which can occur randomly. 

Because a surface shear stress sensor monitors the flow at 
only one spatial location, it is possible that the turbulence 
observed during what is classified here as a turbulent slug, 
may in fact be turbulence confined to the near wall region and 
then only in the immediate vicinity of the sensor. More sensors 
at one axial location including LDV measurements and flow 
visualization are recommended in order to draw a definitive 
conclusion. 

For the calculation of transition correlation parameters, the 
turbulent slug was ignored and the time of final transition 
taken as shown on Fig. 3. The remaining figures of this paper 
present the correlation parameters based on the 32 data points 
for the present 9-cm tests along with the 37 values of the 5-
cm tests and the theoretical predictions. 

Figure 4 presents transition Reynolds number, Refl,tr, as a 
function of acceleration a. The Re^ values increase with ac
celeration, with the 9-cm data having values ranging from 
1.31 x 105 to 1.1 x 106. Both sets of data approximately follow 
the prediction of equation (6) that transition Reynolds number 
is proportional to the cube root of the acceleration. 

Figure 5 shows that the boundary layer thickness Reynolds 
number at transition rises slowly with pipe Reynolds number. 
The simple prediction of equation (7) is a good average value. 

Dimensionless time /* is plotted in Fig. 6 and, as expected 
from equation (8), is shown to decrease with nondimensional 
acceleration D*. The correlation of Fig. 6 appears reasonable 
because both the 5- and 9-cm data collapse nicely onto a single 
curve. It should be pointed out, however, that data scatter is 
somewhat hidden as t*a(D*f and therefore t* is relatively 
insensitive to acceleration. The solid curve from equation (8) 
is again a reasonable approximation of the experimental data 
predicting the trend and approximate values of the data. 

Data in the form of the second dimensionless time parameter 
T* are presented in Fig. 7. The combined data of both ex
periments fall approximately evenly distributed about the the
oretical value of 450, with the combined data having a value 
of T* =420 ±30 percent. The data show a gradual increase of 
T* withZ)*. 

The above simplified stability analysis is only a first step 
toward an understanding of the effects of acceleration in pipe 
startup flows. The relatively close agreement between the the
ory and the experimental data warrant further theoretical in
vestigations based on fundamental principles as is done with 
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external convectively accelerated flows by using the Orr-Som-
merfeld equation. 

Conclusions 

Constant-acceleration pipe startup flow experiments were 
conducted in the NUSC Unsteady Flow Loop Facility fitted 
with a 9-cm-diameter test section. This set of experiments gen
erated 32 data points for transition to turbulence under mean 
flow accelerations ranging from 0.2 to 11.2 m/s2. These data 
complemented and extended the data base of a previously 
reported set of similar experiments conducted on a 5-cm-di-
ameter test section. 

Both series of experiments experienced global transition over 
the length of the test section. For several of the tests conducted 
on the 9-cm test section, what was believed to be a turbulent 
slug was observed for pipe Reynolds numbers as high as 
600,000, considerably higher than previously observed by oth
ers. It was conjectured that maintaining the stabilizing effect 
of acceleration up to the high Reynolds numbers tested allowed 
the flow to remain laminar behind the slug. 
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The experiments show that pipe Reynolds number at tran
sition, ReBitr is dependent not only upon acceleration but also 
upon pipe diameter. Moreover, Re£>itr increases with both these 
parameters. Values of ReD|tr ranged from L3 x 105 to 1.1 x 106 

for the combined 5- and 9-cm data. Boundary layer thickness 
Reynolds number at transition, Reaitr, another useful param
eter, rises slowly with pipe Reynolds number. 

The final correlation parameter, T*, showed more promise 
in that its value at transition was approximately constant. The 
recommended value is 

rt* = tu(a
2/v)m ~ 420 ± 30%. 

A simplified stability analysis was developed, based on Mich
el's empirical correlation for convectively accelerated external 
flows combined with Szymanski's solution for the time-de
pendent flow field. Predicted values for the various transition 
parameters compared reasonably well with the experimental 
data in both the absolute values and the trends exhibited. 

The experimental and theoretical results are valid only for 
constant-acceleration pipe flow. Future experiments are 
planned to investigate: the effect of disturbances; the effect 
of general time-varying accelerations; and further detail of the 
turbulent slugs by incorporating flow visualization. 
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A Multizone Time-Marching 
Technique for Unsteady 
Separating Three-Dimensional 
Boundary Layers and Its 
Application to the Symmetry-Plane 
Solution of an Impulsively Started 
Prolate Spheroid 
Recent interest in unsteady separation and separated flows brings up the need of 
an accurate and efficient computational scheme for general unsteady three-dimen
sional boundary-layer flows. Resolution of the singular behavior at separation is a 
delicate problem. The task is further complicated by the geometrical singularity and 
the nonstationary stagnation point. The present paper proposes a numerical scheme 
to sidestep these difficulties. At the first stage of development, the simpler problem 
of the symmetry-plane solution of the laminar boundary-layer over an impulsively-
started prolate spheroid is calculated. Results show that the present Eulerian cal
culation satisfactorily captures the singular behavior of the boundary layer when 
separation is approached. Comparison with Xu and Wang's recent results and those 
for the two-dimensional elliptic cylinder calculated by the Lagrangian method are 
also made. Discussions of the results for unsteady separation at zero, small and 
large incidences are presented. 

Introduction 
The separation of three-dimensional laminar boundary layer 

has long been an intriguing subject of both basic and practical 
interest. Even in the steady case, the separation "pattern" on 
the body surface, as observed in the experiments, takes a variety 
of forms. Recent progress in the qualitative theory and the 
actual computations have greatly improved our understanding 
of the complex phenomena. See, for example, the analytic 
studies of Maskell (1955), Lighthill (1963), Chapman (1986), 
Perry and Chong (1986); the experimental observations of 
Werle (1962) and Chanetz (1986); and the numerical calcula
tions of Wang (1970,1974a, 1975), Cebeci et al. (1981), Cebeci 
and Su (1988). In the steady flow, zero wall shear signifies 
separation and the breakdown of the boundary-layer equa
tions. The usual analysis of steady separation is to focus on 
the limiting streamlines at the wall. For the unsteady case, it 
is now well-known that separation starts "off" the wall and 
neither the wall shear nor the wall streamlines can serve as 
reliable indicators of separation. But very little is known about 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
May 17, 1990. 

the details of the phenomenon. Even numerical examples are 
hard to come by, since efficient and reliable computational 
schemes for calculating the general unsteady three-dimensional 
boundary-layer flows still are not well developed. 

In steady flow, the separation of the boundary layer over a 
prolate spheroid at various incidence angles has been the sub
ject of several computational studies due to Wang (1970, 1972, 
1974a, 1974b, 1975). Two different types of separation, "open" 
and "closed", based on the limiting-streamlines analysis are 
proposed. In his terminology, the convergence of the limiting 
streamlines defines the separation line on the body. At small 
incidence, a closed type separation prevails where the sepa-

, ration line completely separates the limiting streamlines orig
inating from different stagnation points. At moderate 
incidence, the separation line is approached on two sides by 
limiting streamlines originating from the same stagnation point. 
This type of separation is then classified as open separation, 
since two separation lines, one on each side of the spheroid 
are formed and are not connected on the lee-side symmetry 
plane. In a recent paper of Xu and Wang (1988), the evolution 
of the skin friction on the symmetry plane of an impulsively-
started spheroid is studied. They suggest an unsteady analogy 
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of the above open and closed separations, the term "separa
tion" used in their study referring to vanishing skin-friction 
in the streamwise direction. An off-symmetry-plane calculation 
of the above problem has been performed by Ragab (1986). 
Focus of his work is on the crosswise separation at high in
cidence. The computational domain covers only the front 
quarter of the prolate spheroid. His results of skin friction 
lines support the open type separation advocated by Wang for 
unsteady three-dimensional flows. Following van Dommelen 
and Shen (1980), unsteady boundary-layer separation is better 
defined by the termination of the boundary-layer solution in 
a singularity. In the two-dimensional problem, the occurrence 
of a singularity and its structure have been well established 
(e.g., van Dommelen, 1981; Cowley, 1983; Ingham, 1984). In 
the three-dimensional case, this singularity may form a curve 
whose projection on the wall can then be properly defined as 
the 'separation line' (Shen, 1978). The concept is consistent 
with that of van Dommelen and Cowley (1990), in which the 
authors examine the asymptotic structure of the unsteady three-
dimensional separation in a Lagrangian coordinates system. 
In fact, the structure of separation is found to be quasi two-
dimensional. 

Confirmation of this singularity at separation was not part 
of Xu and Wang's calculation, but is the focal point of the 
present paper. In order to do so, the numerical scheme has 
been modified. It is noticed, for instance, that no details of 
the flow near the rear end of the spheroid were included in 
their results. As pointed out in Cebeci et al. (1980, 1981), a 
' 'geometrical singularity'' is present at both ends of the prolate 
spheroid when a single body-oriented coordinates system is 
used. In Xu and Wang (1988), no provision was made for the 
singularities, and their method might lead to local difficulty 
and inaccuracy, particularly for a slender spheroid. Another 
problem of the space-marching schemes usually adopted in 
solving a boundary-layer type equation is associated with the 
stability consideration. In the unsteady case, the grid size in 
the reversed flow region is limited by the domain-of-depend-
ence rule (CFL criterion). In particular, the restriction on the 
time step can become so stringent that the calculation is prac
tically prevented from proceeding further (Cebeci, 1986). Still 
another technical difficulty of the space-marching method is 
the requirement of a starting profile to initiate the spatial 
integration. This is not available in the general case involving 

arbitrary body motion for which the stagnation point is non-
stationary. 

The present paper is actually the first phase of a more am
bitious research program dealing with general three-dimen
sional unsteady separation over an arbitrarily moving body. 
In developing a solution scheme, we abandon the conventional 
space-marching technique and choose instead a more classical 
initial-value approach. That is, the solution is advanced in the 
time direction only. This allows the calculation of more general 
unsteady flows 'as it does not require a fixed stagnation-point 
to construct the flow downstream. In conjunction with an 
implicit time-marching scheme, a flow-dependent, one-sided 
spatial difference is applied to discretize the convection terms 
in accordance with the CFL criterion. The severe restriction 
on the time step is thus relieved. Finally, to overcome the 
difficulty of the aforementioned "geometrical singularity," 
we propose a multidomain attack. Suitable transformation 
which removes the singularity is applied at both nose and tail 
regions. Calculations are performed separately in each region, 
and the solutions are patched on the interfaces by interpolation 
procedure. 

For an orderly development, we limit ourselves first to redo 
the case of a prolate spheroid, following Xu and Wang (1988). 
The following presents mainly the boundary-layer development 
in the symmetrical plane of an impulsively started prolate sphe
roid. The governing equations and the relevant coordinates 
transformation are given in the next section. Details of the 
numerical scheme and the solution procedure are also de
scribed. Calculations are performed for three different angles 
of attack: 0, 6, and 50 deg. Comparison with Xu and Wang 
(1988) are made. In addition, the results are compared with 
those for the two-dimensional elliptic cylinder calculated by 
the Lagrangian method. The significance of the findings of 
the first occurrence of three-dimensional separation on lee side 
and wind side, at small and large angles of incidence is dis
cussed. If and when and how different unsteady three-dimen
sional separation patterns are generated and developed can 
only be answered by computation of the flow off the symmetry 
plane. Much more remains to be done. 

Formulation of the Problem 
The geometry and the boundary-layer coordinate system of 

a prolate spheroid, following Xu and Wang (1988), are spec-

Nomenclature 

Du £>2 = mapping constants in /3-
direction 

e = eccentricity of spheroid 
h\, h2, h-j = metric coefficients 

p = pressure 
S = transformed coordinate 

defined in equation (4) 
t = time 

t/c = axes ratio 
u = velocity component in x-

direction 
Ue = value of u at edge of 

boundary layer 
v = velocity component in y-

direction 
Ve — value of v at edge of 

boundary layer 
vy = derivative of v in ̂ -direc

tion 
Vye = value of vy at edge of 

boundary layer 

ve = 

y = 

^o. V90 = constants in the velocity 
distribution at edge of 
boundary layer 
velocity component in z-
direction 
streamwise coordinate 
along the major axis of 
prolate spheroid 
circumferential coordi
nate 
boundary-layer coordi
nate normal to x and y 
direction 
angle of attack 
computational coordi
nates 
difference operator in fi
nite-difference equations 
indicating difference; 
also, displacement thick
ness 

e = stretching factor of the 
mapping in a-direction 

IJL = average operator in fi
nite-difference equations 

p = density 
T = wall shear 

A = 

Subscripts 
o = stagnation 
5 = separation 

x, y, z = components in x, y, and 
z directions, respectively 

, = indicating derivatives 

Superscripts 
n = nth time level in finite-

difference equations 
( ) = quantities in nose region 
(~) = quantities in tail region 
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ified in Fig. 1. The metric coefficients h\, h2, and /i3 are defined 
as 

y = it 

1 - e V 
> = V ( 1 ^ e2)(l x2), h} 

- V = ' l ; e = V l - ( ( / c r 
where t/c denotes the ratio of minor to major axis (axes ratio). 
After a proper scaling with the free stream velocity and the 
half-chord length of the prolate spheroid, the nondimensional 
forms of the boundary-layer equations on the symmetry plane 
are, in conventional notation, 

, du , , , dw dh2 „ 
h2— + hlvy + hifi2-r- + u-—- = 0 

dx dz dx 

du u du du 1 dp d2u 
— + -. 

(1) 

(2) 
hi dx dz phi dx dz 

Crosswise momentum equation is identically zero on the sym
metry plane. A supplementary equation can be obtained by 
differentiating it with respect to the circumferential coordinate 

r-
dvy U dVy dVy t^y UVy 3/j2 ~ 1 ^jt? ^ f j 

hi dx dz h2 hih2 dx ph2 dy2 dz2 (3) 

y = 0 

0 <; y a 2n 

0 ^ 2 < oo 

Fig. 1 Geometry and coordinates system 

nose 
region 

Fig. 2 Multiple zones 

where vy stands for dv/dy. Based on the velocity profiles w 
and Vy, the skin friction and the displacement thickness are 
defined by 

z = 0 -ei- -CH)-
The above governing equations are then subject to a Ray-

leigh-type initial condition for an impulsively-started motion. 
As usual, no-slip boundary conditions are imposed on the wall, 
and the velocities at the outer edge of the boundary layer must 
approach the values specified by the inviscid potential flow: 

u=U„ 

" ( 1 - e V ) 

«=y v = 0 at z = 0 

[Voil-x2)1'2 cos a+ V90- x sin a cos y] 

Vye = V90 sin & cos y at z = °° 

where a = angle of attack, 

v«= *- K90 = 

1 
\ - e \ l+e 

2V0 

2K„-1 

As already mentioned in the introduction, a difficulty of the 
present spherical coordinates system is that the metric coef
ficients hi, h2 become singular at both x = - 1 and x = + 1 . 
A transformation which removes this geometric singularity was 
proposed by Cebeci et al. (1980, 1981). Define 

dS hidx 

~S= h2 V 
Vl-eVaf* 

2 d-^) 
with S = 0 at x= - 1 

it follows 

S = B exp 

Vi^7 
sin (ex)+A 

- s / l - e 2 V l - e V - e 2 x + l 

yjl-e2 sl\-e2x2 + e2x+ 1-

l+x 
(4) 

where A and B are mapping constants. With transformation 
(4), and further let 

x = S cos y u-H cos y + V sin y 
y = S sin y v = - u sin y + v cos y 
z = z w=w 

Equations (1), (2), and (3) then become 

1 (du \ dw — „ 

=h{rX
 + V->)+Vz-RxU = 0 

du u du _du -I dp d2Ti 

dt h dx dz ph dx dz2 

dVy 1 / _ dv^ , \ dVy 

- -\d2p 
-RU(XVy-U)=7K-2 + 

where* = f , 5 = i ( l - ^ g ) 

(5) 

(6) 

S"> 

Equations (5), (6), and (7) are now regular at x = - 1 . 
Similar treatment can be applied to remove the singularity at 
the rear end x = +1 and we shall not restate the derivation 
here. In the following context, quantities in the tail region of 
the prolate spheroid will be denoted by ( ). 

Solution Method 

The solution domain is decomposed into four regions as 
shown in Fig. 2. The transformed coordinate system described 
in the last section is used in the nose and tail regions to remove 
the geometry singularity. Each region is overlapped with the 
adjacent ones. Calculations are performed separately in dif
ferent regions, the required boundary conditions on the in
terface of one region are then obtained from interpolating the 
values at the interior points of the other region. Successful 
results where similar composite-grid techniques have been ap
plied were reported in several previous investigations of Navier-
Stokes flows (Rai, 1987; Chesshire and Henshaw, 1989), tran
sonic flows (Atta and Vadyak, 1982; Flores et al., 1986), Euler 
equations (Allmaras and Baron, 1986), and the combined Na-
vier-Stokes, Euler, and boundary-layer equations (Schmatz 
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and Hirschel, 1986). The principal advantages of composite-
grid are the generation of grids for regions of complicated 
geometry, and an easier implementation of different formu
lations in different regions. However, the "patching" of the 
solutions between different regions needs attention. Care must 
be taken so that the interpolation procedure on the interface 
will not destroy the stability and accuracy of the interior so
lution. See, e.g., Chesshire and Henshaw (1989). In the fol
lowing calculations, a cubic Lagrangian interpolation formula 
was used. No apparent error and instability were observed in 
this particular numerical example. 

The physical domain is more conveniently transformed into 
a finite computational region (a,/3) by using appropriate map
ping functions. In the main region, for example, 

x= (x2-~Xi)[(l-e)(3-2a)a2 + ea)]+xl 0 < a < l 

Z = D: 
t T0 
—— tan — 

t + Dx 2 
0<(3<1 

main. The CFL condition is satisfied automatically, allowing 
us to relax the time-step limitation. 

The formulation is very similar in both the predictor and 
corrector steps. By applying the above discretization proce
dures to (2) and (3), the following are the resulting finite dif
ference equations in the computational plane-(a,/3) for the 
corrector step: 

A/ft B2 Ata,xu , 
l -r~z~,—:— o, 52 °/S 

A/(j8,„-i8, /-i8, tw) 
4A(3 

-At dp 

(2/x<5)3 Aq" 

phi dx 
+ At 

hiAa A/3 

2A0 (WM u (8> 

1 + ^ — — o„ 
Ar|32

 2 A/( |3,„- |3„- |3„W) 

2h,Aa 2Aj32 O f l -
4A/3 (2 / *% Wy 

-Atd2p At(vi)"+y2 Atu"+1/2v"y
+[ndh2 

+ At 

ph2 dy2 

hiAa a 

h2 hxh2 

; + A ^ ^ + 2A/3 

dx 

(2/48)0 (9) 

where jti, x2 and Z)1; 252 are constants, e is a small number 
which controls the stretching in the streamwise coordinate x. 
The mapping in the a-direction gives the mesh clustering effect 
near the front and rear ends where the pressure gradient varies 
rapidly. The time-like /3 coordinate removes the singular be
havior in the flow at impulsive start-up. A uniform grid is 
drawn in the a-/3 plane, and the governing equations are dis-
cretized in terms of these computational coordinates. 

In contrast to the conventional space-marching technique in 
solving the boundary-layer type equation, we next formulate 
strictly an initial-value problem in which the flow variables in 
each region are advanced in the time-direction only. A similar 
approach was already carried out in Van Dalsem and Steger 
(1987) who used a time-relaxation scheme in their calculations. 
We seek to reduce the computation effort at each time step 
by adopting a noniterative predictor-corrector formulation, 
Douglas and Jones (1963). That is, in advancing the time step 
from n to n + 1, a predicted value is first evaluated at n + 
1 /2 where all the nonlinear coefficients in the momentum equa
tions are linearized by using the values frozen from the previous 
time n. Thus the governing equations are decoupled in the 
predictor step. A backward Euler differencing in time is pre
ferred in solving the predictor value for the purpose of damping 
out the numerical error. Second order accuracy of temporal 
difference can be restored by following a Crank-Nicolson like 
correction step. 

In both the predictor and the corrector steps, a flow-de
pendent, one-sided spatial difference is applied to the convec
tion term in accordance with its hyperbolic character (i.e., 
backward difference is used if u > 0, and forward difference 
for u < 0). In the usual marching scheme, flow quantities 
needed to account for the backflow influence are grabbed from 
the previous time level. By appealing to the CFL criterion, this 
explicit formulation will then restrain the time step used in the 
discretization procedure. This is particularly important as the 
restriction on the step size can be very stringent when separation 
is approached (Cebeci, 1986). In the present scheme, an implicit 
time-advancing approach is used, and upwind differences are 
performed at the current time level throughout the whole do-

where Aqn+i = u"+1 - u" 

Aq"y
+i = v"y

+l-v"y 

a,x, /3,„ j8,z and 0>zz denote the derivatives of the corresponding 
mapping functions. The difference operators used follows those 
defined in Warming and Beam (1978): 

5 = ( - ) / + i / 2 - ( - ) / - i / 2 « + = ( - ) / + i - ( - ) / « " = ( • ) / - ( • ) / - ! 

52 = (-),+ 1 - 2 ( - ) , + (-),-i /« = l/2[(-)/+i/2 + (-)/-i/2] 

Equations (8) and (9) are then factored into two sweeps by the 
approximate factorization procedure of Warming and Beam 
(1978). Each sweep involves solving a system of algebraic equa
tions with a scalar tri-diagonal coefficient matrix: 

1 -
A//32, . At(P,zz-p,t-P,zw) 

2A|32 4A/3 

Afa,xu 
1 + 2~h~A^8a 

(2^V Aq'n+i 

= RHS of (8) 

Aq"+i = Aq'n+l 

Having solved u and vy, the transverse velocity w can be up
dated from integrating the continuity equation (1) by trape
zoidal rule. 

Similar difference schemes are applied to the equations in 
the transformed coordinates systems for the nose and tail re
gions. Their final forms are omitted here for brevity. 

The accuracy of the predictor-corrector method used has 
been studied by Douglas and Jones (1963) on one-dimensional 
model equations. The results show that for a transient problem, 
the overall accuracy in time is of second order. Linearized von 
Neumann stability analysis of the corrector step predicts the 
scheme to be unconditionally stable if the one-side difference 
conforms with the flow direction. In the following numerical 
examples, no instability was encountered in the calculations. 
Furthermore, in order to preserve second order accuracy in 
the spatial direction, the convection terms were discretized by 
a three-point upwind-difference formula. This will result in a 
penta-diagonal matrix in the a-sweep rather than tri-diagonal 
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during the factorization procedure. Both matrices were solved 
using well vectorized penta- and tri-diagonal solvers. 

Results and Discussion 
Calculations were done for the symmetry plane of a prolate 

spheroid with axes ratio 1/4 and various angles of attack which 
typify the axisymmetry (0 deg), low incidence (6 deg) and high 
incidence (50 deg) categories. To assure the convergence of the 
solution, a numerical test on the effects of grid refinement was 
performed first and the results are included in the appendix. 
At each different incidence, the skin friction and displacement 
thickness are presented and discussed in the following subsec
tions. The focus will be on the initiation of separation evi
denced by the emergence of a Lagrangian singularity in the 
flow. Because of the similarity between the flow in the sym
metry plane and the two-dimensional cylinder case, compar
ison with the results obtained from the two-dimensional elliptic 
cylinder with the same axes ratio is made, and certain analogy 
between the two flows is shown. 

All the numerical computations were performed on the Cor
nell National Supercomputer Facility. For a typical 30,000 grid 
points (including all four regions) used in each of the present 
examples, the required CPU time in advancing one time step 
was around 2 seconds on IBM 3090-600E. About 45 percent 
of the job was executed under the vector mode, and the meas
ured vector speed-up was 3. More effort is being made to 
improve the percentage of vectorization of the program. 

0 Deg Incidence. The zero degree incidence case was not 
included in Xu and Wang's calculation. It is given here as a 
bench test of the present numerical scheme. Calculated wall 
shear and displacement thickness are shown in Figs. 3 to 8. In 
the nose region, the skin friction TJ quickly approaches a steady 
value (Fig. 3) while in the tail region, Fig. 4, a reversed-flow 
region is seen to form shortly after the impulsive start and 
spread subsequently toward the front. Also notice that due to 
the small axes ratio, the reversed flow is confined in a narrow 
region near the rear end, and the skin friction does not vary 
much along most part of the body (Fig. 5). Figure 6 plots the 
distribution of crosswise skin-friction ry<y. Owing to the axi
symmetry property of the flow at 0° incidence, the value of 
Tyj, is zero in this particular case. However, as pointed out in 
the previous section, quantities on the left and right interfaces 
of the main region are obtained from interpolating the flow 
variables in the nose and tail regions respectively. Specifically, 
the crosswise skin-friction in the main region is related to that 
in the nose through the transformation 

7y,y = ~ Tx cos y + Jy,j S cos2 y. 
In general, terms on the right-hand side of the above trans
formation do not sum up to zero due to discretization and 
hence introducing error on the interface. It can be seen from 
Fig. 6 that this error on the left interface is quickly damped 
out after few nodal points, while the error on the downstream 
interface does not propagate back into the domain because of 
the upwind differencing. The accuracy of the solution at the 
interior points is found to be essentially unaffected. 

The displacement thickness Ax is given in Fig. 7 and Fig. 8. 
In the main region (Fig. 7), the flow changes slowly over a 
large part of the body except very close to the rear end where 
the boundary layer increases drastically. Figure 8 shows the 
details just ahead of the end point. A "spike"-like structure 
similar to that discovered in the Lagrangian computations of 
two-dimensional problems (van Dommelen, 1981; Wu, 1985) 
is observed near x = -0.08. In order to be convinced that it 
is not created by numerical stability, the calculation was carried 
out again in several refined meshes and reduced time steps. 
Results show only a "sharper" spike and the overall picture 
does not change. Formerly, this spike-like behavior has only 
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Fig. 7 Lee-side displacement thickness A„ (a = 0 deg) 

been found in Lagrangian computations. Most of the previous 
two-dimensional boundary-layer results calculated by the 
Eulerian formulation encountered difficulty near separation 
and consequently did not give a conclusive displacement thick
ness variation at this point (e.g., Cebeci, 1982; Wang, 1982; 
Kim and Chang, 1988). Failure to obtain a converged and 
stable solution in these calculations upon approaching sepa
ration may be attributed to the aforementioned severe limi
tation on the step size needed in the conventional space-
marching technique. The present time-marching Eulerian 
scheme proves to be not only stable but also capable of con
firming the critical features near separation which were pre
viously obtained by the Lagrangian computation. 

The behavior of the displacement thickness reflects the be
havior of the velocity profile u. Shown in Fig. 9 is the velocity 

• 
O) 

>X o 

o 

0.
0 

3 
-1 

1 

1 

LEGEND 
° = t = 0.10 
A = t = 0.15 
+ = t = 0.20 
x = t = 0.25 
• = t = 0.30 

r 

/ 

!• 

-0 .5 -0 .4 -0 .3 -0.2 -0.1 0.0 0.1 

X 

Fig. 8 Displacement thickness Aj in tail region (« = 0 deg) 
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Fig. 9 Velocity protiles at 5 = 0 deg; (a) / = 0.19, {b) f = 0.23, 
(c) t = 0.27 
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profile at several x locations. It is found that starting from t 
= 0.19, there is an unusual "clustering" of the velocity profiles 
around x — — 0.045. The same phenomenon was reported in 
Cebeci (1982). The clustering of the velocity profiles results in 
a "kink" in the Ax distribution at t = 0.20, Fig. 8. Beyond t 
= 0.20, there is a sudden thickening in some of the velocity 
profiles (Figs. 9b, c) which in turn leads to. a fast increase in 
the displacement thickness at such locations. The peculiar ve
locity profiles are only found to occur in a very narrow region 
off. Further into the reversed flow regime, the velocity profiles 
look normal again. The forrnation of the sharp "spike" and 
"valley" immediately following in the displacement thick
nesses for t > 0.20, Fig. 8, are thus explained. 

Accompanying this thickening of the displacement thickness 
is the sudden growth in the transverse velocity w. From the 
Lagrangian view point (van Dommelen, 1981; Shen and Wu, 
1988), the thickening happens because a certain fluid "packet" 
gets squeazed in the streamwise direction and must expand 
laterally in order to preserve the volume. Since in the axisym-
metry case every meridian plane that cuts through the prolate 
spheroid is a symmetry plane, the critical fluid packets form 
a front that has no choice but to explode in the direction normal 
to the wall. The projection of this front onto the wall encircles 
the spheroid, and is the logical generalization of the separation 
point for two-dimensional flows. It unequivocally defines the 
separation line for unsteady three-dimensional separation. 

The singular behavior of the boundary layer at separation 
is also seen from the continuously increasing du/dx near sep
aration. According to the two-dimensional Lagrangian com
putation of van Dommelen (1981), du/dx should blow up at 
separation. Morever, the velocity profile near separation would 
exhibit a very "flat" front corresponding to a large inviscid 
region that splits the boundary-layer into two vorticity layers. 
The present Eulerian calculation did find a thickening of some 
velocity profiles as was shown in Fig. 9, but none of the profiles 
are very "flat." Now, given a grid size, a simple estimation 
based on the Taylor series expansion would suggest an upper 
bound of the value dii/dx that can be determined by differ
encing. Specifically, when the term (Au/Ax) (AX) becomes 
order 1, the finite difference formula ceases to be meaningful. 
In other words, if the mesh Ax = 0.007, which was the grid 
size near separation in this case, the maximum Aw/Ax we can 
get is roughly 150. Indeed in the calculation, it is found that 
the maximum value of Aw/Ax hardly exceeded this order. As 
such a maximum is reached, the singularity is smeared out by 
the numerical diffusion, and the legitimacy of continuing the 
calculation becomes questionable. Higher resolution thus is 
needed to obtain more accurate velocity profiles near sepa
ration. Further discussion about this will be given in the sub
sequent sections. 

6 Deg Incidence. This can be considered as an axisymmetry 
flow perturbed by a small angle of attack. It is expected that 
most of the features will be similar to those in the 0 deg 
incidence. Figure 10 shows the lee-side skin friction, also su
perimposed is the result by Xu and Wang (1988). The two 
results do agree in the general trend but not in the values. The 
skin friction in the tail region is plotted in Fig. 11 where details 
of a small region of reversed flow near the rear end are revealed. 
(This was not available in Xu and Wang's result.) Again, no 
anomalous phenomenon is found in the wall shear, and the 
whole picture looks almost the same with the one in the pre
vious case (Fig. 4) except now the rear stagnation point has 
shifted upstream a little bit from the rear end. In the present 
numerical scheme, the velocity profile at the stagnation point 
is not needed to construct the flow as normally done in a space-
marching technique. The stagnation flow evolves by itself. 
From Fig. 11, it is seen that both the stagnation point and the 
asymmetry of the flow due to the small angle of attack are 
well captured in the calculation. 

-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00 
X 

Fig. 10 Lee-side skin friction T„ (a = 6 deg); a - t = 0.1, A - f = 
0.2, Xu and Wang (1988) 
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Fig. 11 Skin friction £7 in tail region (5 = 6 deg) 

Figure 12 exhibits a nonzero distribution of crosswise skin-
friction Tyj, at lee side. At small times, Ty<y remains negative 
which indicates that the circumferential velocity v near the 
symmetry plane is pointing toward the plane of symmetry. As 
time increases, a region of positive Tyj/ begins to develop near 
the end point. In other words, a small crosswise reversed flow 
is formed at the rear end. This reversed flow region will then 
extend gradually toward the forward direction with increasing 
time. The present results are consistent with those described 
in Xu and Wang (1988). 

Both the lee-side and wind-side displacement thicknesses in 
the tail region are shown in Figs. 13 and 14. (Details of the 
displacement thickness near the rear end were left out in Xu 
and Wang (1988), therefore no comparison is made.) By ex
amining Fig. 13, it is observed that a spike appears first in the 
wind-side displacement thickness at t = 0.25. If we accept the 
assumption that the initial separation does not substantially 
alter the flow over the lee side and simply proceed with the 
calculation, a similar spike-like structure is also found to occur 
on the lee side at a somewhat later time (Fig. 14). Without the 
benefit of off-symmetry-plane solution, it may be conjectured 
here that the separation is likely to occur first as a point on 
the wind-side symmetry plane and then spread with increasing 
time in both circumferential directions, and finally, meet on 
the lee-side symmetry plane to form a closed curve. Turning 
to the Lagrangian interpretation, because of the presence of 
a small incidence, fluid packets on each different meridian 
plane will now deform differently. The time at which these 
packets might get squeezed into zero thickness would also 
differ. Besides, the three-dimensional geometry offers the fluid 
packets a chance to expand in the crosswise direction. The 
details of how the separation, after its initiation from the wind-
side symmetry plane, propagates along the circumferential di-

234 /Vo l . 113, JUNE 1991 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-1.00 -0.75 

^k 
^r^ J3^4«i | 

LEGEND 
° = t = 0.05 
A - t - 0.07 
• . t = 0.10 
x = t = 0.12 

—i 1 - 1 1 1 1 
-0.50 -0.25 

Fig. 12 Lee-side crosswise skin-friction ryy (a = 6 deg); » - r = 0.1, Fig. 15 Lee-side skin friction rx (a = 50 deg); s - t = 0.05, * - t •• 
A - f = 0.2, Xu and Wang (1988) 0.1, Xu and Wang (1988) 

'< H" 

Fig. 13 Displacement thickness A; in tail region, wind side 
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Fig. 14 Displacement thickness A? in tail region, lee side (« = 6 deg) 
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Fig. 16 Skin friction 7? in tail region (St = 50 deg) 

rection is a question that can only be answered after a fully 
three-dimensional calculation over the entire prolate spheroid 
is made. 

50 Deg Incidence. After the impulsive start-up, the lee-side 
skin-friction decreases from a maximum value at the front 
vertex to zero at the rear stagnation point (Fig. 15). However, 
beginning from t = 0.05, a dip near the front vertex is found, 
and the value of TX at the dip drops quickly thereafter. Ac
cording to the large time calculation of Xu and Wang (1988), 
this value will eventually become negative as a small recircu
lating bubble is established. A similar situation was found in 
a high-incidence elliptic cylinder (Wu, 1985) where a reversed 
flow appears at early time near the leading edge. The skin 
friction in the tail region is presented in Fig. 16. In this picture, 
the rear stagnation point is located at x = -0.23. By the 
definition of the coordinate transformation, positive x points 
to wind-side direction. Therefore, positive wall shear around 
x = 0 in this plot actually corresponds to a recirculating flow 
near the rear end. The recirculation region first occurs just 
shortly above the end point and then expands in both direc
tions. The zero T J point moving toward the wind-side direction 
appears to stop at x = 0.01, and the recirculation region does 
not penetrate further upstream. In fact, the skin friction at 
the wind side seems to have already reached a steady value at 
t = 0.12. The same trend was also found in the previous two-
dimensional calculation (Wu, 1985). 

An interesting behavior in the lee-side crosswise skin-friction 
is demonstrated in Fig. 17. The reversal of circumferential 
velocity v (positive Ty>y) first occurs at the rear end and the 
zero Tyjf point quickly moves upstream. At t = 0.08, another 
region of reversed v appears at the front and grows in the 
downstream direction. These two regions coalesce at approx
imately t = 0.11 which means the flow near the symmetry 
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Fig. 17 Lee-side crosswise skin-friction ry,y (a = 50 deg) 
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Fig. 18 Lee-side displacement thickness A, (a = 50 deg) 

plane is moving away from the plane over the entire lee side 
except for a small part close to the front vertex. It is believed 
that, the reversal of the crosswise velocity v will have an im
portant influence on the off-symmetry-plane separation. 

At such a high angle of attack, the lee-side displacement 
thickness at small time still remains essentially constant along 
most part of the body (Fig. 18). Yet a "hump" resulting from 
the "dip" in the skin friction (Fig. 15) is evolved at / = 0.05. 
Near the rear end, the displacement thickness shows a sharp 
increase and forms a spike almost right at the rear end-point 
(Fig. 19). This fact suggests a possible difficulty of the method 
used by Xu and Wang (1988) in obtaining accurate results near 
the rear end, because they did not remove the geometrical 
singularity there. The reason that the spike at t = 0.12 appears 
to be sharper than those presented in the previous cases of this 
paper is due to a somewhat higher resolution in the present 
case. The grid size Ax near the rear end is approximately 0.001 
here. According to the argument stated at the end of the first 
subsection, the maximum AG/Ax that can be obtained here is 
around 1000, which is an order larger than that in the zero 
incidence case. Associated with this result is a' 'flatter'' velocity 
profile near separation (Figs. 20a, b). Although the relevant 
profiles are not too smooth, the trend is clear. Shown in Fig. 
21 is one of the corresponding vorticity profiles. The splitting 
of the boundary-layer into two vorticity layers is apparent. 

The calculation was terminated at t = 0.12 after the presence 
of a singularity on the wind side. Whether or not another 
singularity may appear at the lee side near the front vertex can 
not be answered at this moment. However, suggested by the 
large time calculation of Xu and Wang (1988) and the former 
results on the elliptic cylinder, Wu (1985), it is likely that 
another singularity would develop at later time near the front 
end, and afterwards the separation would probably be of the 
closed type at this high incidence. 
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Fig. 20 Velocity profiles at a = 50 deg; (a) t = 0.12, (b) t = 0.122. 
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Comparison With Two-Dimensiona! Results. The results of 
an unsteady boundary-layer over an impulsively started elliptic 
cylinder with axes ratio 1/4, calculated by the Lagrangian 
method described in Wu (1985), are presented here for com
parison. Shown in Figs. 22a, b, c are the displacement thick
nesses at 0 deg, 6 deg, and 50 deg incidence. In these plots, 
the time / has been converted to conform with the present time 
scale. Here, £ denotes the streamwise boundary-layer coor
dinate measured along the body from the leading edge in the 
clockwise direction. Resemblance between the two cases is clear 
(cf. Figs. 8, 14, 19) except that in the Lagrangian result, the 
spike is steeper and more pronounced. This is due to the high 
resolution of the Lagrangian grid near separation (van Dom-
melen, 1981). Besides, the displacement thickness in the La
grangian calculation is obtained by integrating the continuity 
equation which turns singular as the separation is appoached. 

It is noticed that for all three incidences calculated here, 
separation occurs earlier in time in the two-dimensional case. 
This can be attributed to the curvature effect as well as the 
non-zero crosswise velocity vy in the present three-dimensional 
calculation. 

In Fig. 23 we plot the maximum du/(hdx) in the present 
symmetry plane calculation against {ts - t),ts being the sep
aration time when the solution turns singular. At ts, the max
imum du/(hdx) goes to infinity theoretically. We obtain an 
approximate ts by extrapolating the zero point of 1/(6W 
(hdx)) from the available data. In the 50 deg incidence case, 
least-square fittings with models from quadratic to 4th-order 
polynomial gives almost the same value of ts, namely, ts = 
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Fig. 23 Blow-up of Max (Mh)(dul8x) as calculated by the present Eulerian 
scheme, straight line of slope 7/4 predicted in the two-dimen
sional case 

0.123. The result for the 6 deg incidence is less certain because 
of the scattering and relatively low value of maximum dii/ 
(hdx), a quadratic polynomial was used to obtain ts in this 
case. Also shown in Fig. 23 are the straightlines of slope 
- 7/4 predicted by van Dommelen (1981) from the asymptotic 
structure of the two-dimensional singularity. The dotted line 
indicates the limiting value of dii/(hdx) beyond which the 
calculated result is unreliable. The blow-up of maximum 
dii/(hdx) appears to follow the 7/4 line. This suggests that the 
structure of the separation on the symmetry plane is similar 
to that for the two-dimensional case. 

Summary 
The subject of unsteady three-dimensional boundary-layer 

separation is of growing importance. Recent understanding 
about the unsteady separation mechanism reveals that the usual 
wall shear and limiting streamlines analysis are not strictly 
applicable to the separation in an unsteady flow. An accurate 
and efficient computation scheme for a general three-dimen
sional boundary-layer flow is needed. The present paper is a 
progress report of a broader research program for this difficult 
problem. 

We propose a noniterative, time-advancing numerical scheme 
along with a multiple-zone strategy to solve the unsteady three-
dimensional boundary-layer equations. As a preliminary study, 
the problem of Xu and Wang (1988), i.e., the symmetry-plane 
solution of an impulsively-started prolate spheroid with axes 
ratio 1/4 has been redone. Calculations have been performed 
for three different incidences, 0, 6, and 50 deg. Results from 
the examples indicate that the algorithm produces accurate 
results over the entire symmetrical plane, including certain 
Lagrangian features near separation found in the two-dimen
sional case. For the 0 deg incidence, projection of the sepa
ration locus off the wall on the body forms a closed curve 
encircling the spheroid owing to the axisymmetry. For non
zero incidence, separation could conceivably start as a point 
on the wind-side symmetry plane and then propagate toward 
the lee side in the crossflow directions. Whether or not the 
curve will become closed on reaching the lee-side symmetry 
plane may depend on the angle of attack. Based on the behavior 
of the maximum dii/(hdx), the structure of the three-dimen

sional singularity on the symmetry plane seems to be similar 
to that for the two-dimensional case. 

By using the time-advancing scheme and a flow-dependent 
one-sided spatial difference, the domain-of-dependence rule is 
satisfied. No instability was experienced in the calculations. 
The accuracy of the solution near separation was found to be 
limited by the requirement of increasing spatial resolution, not 
by the stability consideration as was inherent in a space-march
ing technique. Besides, the present time-advancing scheme al
lows more general' flow motions to be calculated while the 
conventional space-marching scheme has the difficulty of de
fining a starting profile to initiate the spatial integration. 

The primary concern of adopting a multi-zone approach 
hear is to remove the geometrical singularity presented on the 
prolate spheroid. Since the calculation task in each region is 
essentially independent, possible implementation of a parallel 
processing on these multiple regions is therefore worth study
ing. 

Acknowledgment 
Preparation for this work has been partially supported by 

AFOSR-88-0229. The numerical calculation was performed by 
using the Cornell National Supercomputer Facility, a resource 
of the Center for Theory and Simulation in Science and En
gineering (Theory Center), which receives major funding from 
the National Science Foundation and IBM Corporation, with 
additional support from New York State and members of the 
Corporate Research Institute. 

References 
Allmaras, S. R., and Baron, J. R., 1986, "Embedded Mesh Solutions of the 

2-D Euler Equations: Evaluation of Interface Formulations," AIAA Paper 86-
0509. 

Atta, E. H., and Vadyak, J., 1982, "A Grid Interfacing Zonal Algorithm for 
Three Dimensional Transonic Flows About Aircraft Configurations," AIAA 
Paper 82-1017. 

Cebeci, T., 1982, "Unsteady Separation," Numerical and Physical Aspects 
of Aerodynamic Flows, ed. T. Cebeci, Springer-Verlag, New York, pp. 265-
278. 

Cebeci, T., 1986, "Unsteady Boundary Layers with an Intelligent Numerical 
Scheme," Journal of Fluid Mechanics, Vol. 163, pp. 129-140. 

Cebeci, T., and Su, W., 1988, "Separation of Three-Dimensional Laminar 
Boundary Layers on a Prolate Spheroid," Journal of Fluid Mechanics, Vol. 
191, pp. 47-77. 

Cebeci,T.,Khattab,A.A.,andStewartson,K., 1980, "On Nose Separation," 
Journal of Fluid Mechanics, Vol. 97, p. 435-454. 

Cebeci, T., Khattab, A. A., and Stewartson, K., 1981, "Three-Dimensional 
Laminar Boundary Layers and OK of Accessibility," Journal of Fluid Me
chanics, Vol. 107, pp. 57-87. 

Chanetz, B., 1986, "Experimental Investigation of Three-Dimensional Sep
aration on Ellipsoid Bodies at Incidence," Boundary-Layer Separation, ed. F. 
T. Smith and S. N. Brown, Springer-Verlag, pp. 383-385. 

Chapman, G. T., 1986, "Topological Classification of Flow Separation on 
Three-Dimensional Bodies," AIAA Paper 86-0485. 

Chesshire, G., and Henshaw, W. D., 1989, "Composite Overlapping Meshes 
for the Solution of Partial Differential Equations," IBM Research Report, RC 
14355. 

Cowley, S. J., 1983, "Computer Extension and Analytic Continuation of 
Blasius' Expansion for Impulsively Flow Past a Circular Cylinder," Journal of 
Fluid Mechanics, Vol. 135, pp. 389-405. 

Douglas, J., and Jones, B. F., 1963, "On Predictor-Corrector Methods for 
Non Linear Parabolic Differential Equations," SIAM Journal, Vol. 11, pp. 
195-204. 

Flores, J., Hoist, T. L., Kaynak, U., Gundy, K., and Thomas, S. D., 1986, 
"Transonic Navier-Stokes Wing Solution Using A Zonal Approach: Part 1. 
Solution Methodology and Code Validation," AGARD-CP-412, Paper No. 30A. 

Howarth, L., 1951, "The Boundary Layer in Three Dimensional Flow—Part 
2. The Flow Near a Stagnation Point," Philosophical Magazine Series 7, Vol. 
42, No. 335, pp. 1433-1440. 

Ingham, D. B., 1984, "Unsteady Separation," Journal of Computational 
Physics, Vol. 53, pp. 90-99. 

Kim, J.-S., and Chang, K.-S., 1988, "Unsteady Boundary Layer and Its 
Separation over a Heated Circular Cylinder," International Journal of Nu
merical Methods in Fluids, Vol. 8, pp. 165-179. 

Lighthili, M. J., 1963, Laminar Boundary Layers, ed. L. Rosenhead, Chapter 
2, Oxford University Press, Oxford. 

Maskell, E. C , 1955, "Flow Separation in Three Dimension," RAE Rep. 
Aero. 2565. 

238/Vol . 113, JUNE 1991 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Perry, A. E., and Chong, M. S., 1986, "A Series-Expansion Study of the 
Navier-Stokes Equations with Application to Three-Dimensional Separation Pat
terns," Journal of Fluid Mechanics, Vol. 173, pp. 207-223. 

Ragab, S. A., 1986, "The Laminar Boundary Layer on a Prolate Spheroid 
Started Impulsively from Rest at High Incidence," AIAA Paper 86-1109. 

Rai, M. M., 1987, "Navier-Stokes Simulation of Rotor/Stator Interaction 
Using Patched and Overlaid Grids," Journal of Propulsion, Vol. 3, pp. 387-
396. 

Schmatz, M. A., and Hirschel, E. H., 1986, "Zonal Solutions for Airfoil 
Using Euler, Boundary-Layer and Navier-Stokes Equations," AGARD-CP-412, 
Paper No. 20. 

Shen, S. F., 1978, "Unsteady Separation of Three-Dimensional Boundary 
Layers from the Lagrangian Viewpoint," Nonsteady Fluid Dynamics, eds. D. 
E. Crow and J. A. Miller, ASME, pp. 47-51. 

Shen, S. F., and Wu, T., 1988, "Unsteady Separation Over Maneuvering 
Bodies," AIAA Paper 88-3542. 

Van Dalsem, W. R., and Steger, J. L., 1987, "Efficient Simulation of Sep
arated Three-Dimensional Viscous Flows Using the Boundary-Layer Equa
tions," AIAA Journal, Vol. 25, pp. 395-400. 

vanDommelen, L. L., 1981, "Unsteady Boundary-Layer Separation," Ph.D. 
thesis, Cornell University, Ithaca, New York. 

van Dommelen, L. L., and Cowley, S. J., 1990, "On the Lagrangian De
scription of Unsteady Boundary-Layer Separation. Part I. General Theory," 
Journal of Fluid Mechanics, Vol. 210, pp. 593-626. 

van Dommelen, L. L., and Shen, S. F., 1980, "The Spontaneous Generation 
of the Singularity in a Separating Laminar Boundary Layer," Journal of Com
putational Physics, Vol. 38, pp. 125-140. 

Wang, K. C , 1970, "Three-Dimensional Boundary Layer Near the Plane of 
Symmetry of a Spheroid at Incidence," Journal of Fluid Mechanics, Vol. 43, 
pp. 187-209. 

Wang, K. C , 1972, "Separation Patterns of Boundary Layer over an Inclined 
Body of Revolution," AIAA Journal, Vol. 10, pp. 1044-1050. 

Wang, K. C , 1974a, "Boundary Layer Over a Blunt Body at High Incidence 
With an Open-Type of Separation," Proceedings Royal Society of London, 
Series A, Vol. 340, pp. 33-55. 

Wang, K. C , 1974b, "Laminar Boundary Layer over a Body of Revolution 
at Extremely High Incidence," Physics of Fluid, Vol. 17, pp. 1381-1385. 

Wang, K. C , 1975, "Boundary Layer Over a Blunt Body at Low Incidence 
With Circumferential Reversed Flow," Journal of Fluid Mechanics, Vol. 72, 
pp. 49-65. 

Wang, K. C , 1982, "On the Current Controversy about Unsteady Separa
tion," Numerical and Physical Aspects of Aerodynamic Flows, ed. T. Cebeci, 
Springer-Verlag, New York, pp. 279-292. 

Warming, R. F., and Beam, R. M., 1978, "On the Construction and Appli
cation of Implicit Factored Schemes for Conservation Laws," SIAM-AMS Pro
ceedings, Vol. I I , pp. 85-125. 

Werle, H., 1962, "Separation on Axisymmetrical Bodies at Low Speed," La 
Recherche Aeronautique, No. 90, pp. 3-14. 

Wu, T., 1985, "Unsteady Incompressible Boundary-Layer Separation Over 
a Two Dimensional Impulsively Started Elliptic Cylinder Calculated by La
grangian Method," MS thesis, Cornell University, Ithaca, New York. 

Xu, W. C , and Wang, K. C , 1988, "Unsteady Laminar Boundary Layer 
Along the Symmetry Plane of an Impulsively Started Prolate Spheroid," Journal 
of Fluid Mechanics, Vol. 195, pp. 413-435. 

A P P E N D I X 
In this appendix, accuracy of the present numerical calcu

lations is estimated by studying the effect of grid refinement 
on the value of skin friction at the front stagnation point. On 
the stagnation line, the velocity component u is identically zero. 
The derivative of the skin friction at stagnation is obtained by 

T0=(Ty/h)/(Verx/W
2. 

The scaling factor (Uej/h)3/2 is introduced here for the purpose 
of comparison with Howarth's (1951) steady state result. At 
steady state, f0 is equivalent to/"(0) defined in Howarth (1951). 
For the axisymmetrical case,/" (0) = 1.312. 

Table 1 lists f0 at t = 0.2 calculated at three different mesh 
sizes with time step At equals 0.02, 0.01 and 0.005 respectively. 
All three values appear to approach the steady state result 
1.312 given by Howarth. The last row of the table is the Rich
ardson extrapolation of the above three meshes. Using this 
value as a reference 'exact' solution, errors in f0 obtained from 
each grid size are listed in the second column. Quadratic con
vergence of the result is apparent. 

Table 1 Effects of grid refinement on the value of skin friction 
at stagnation point 

grid size f0 error 

30 x 31 1.305591 0.006341 
60 x 61 1.310520 0.001412 

120 x 121 1.311590 0.000342 
R E 1.311932 
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Experimental Study of Casing 
Boundary Layers in a Multistage 
Axial Compressor 
Measurements of the casing boundary layers were obtained in a four-stage, low 
speed axial flow compressor, to verify the 'law of the wall' applicability to these 
complex flows. Some of the available shear stress models of the two-dimensional 
flows have been examined towards the quantitative assessment of skin friction. The 
shear stress prediction obtained from the Ludwieg-Tillmann relation applied to the 
streamwise or untwisted profile agreed closely with the measured shear stress by the 
hot wire. The skin friction was fairly constant for rotor and stator flows and was 
close to the flat plate values. The boundary layer profiles exhibited a well pronounced 
semi-logarithmic region with the universal constants of the law of the wall far 
removed from the standard two dimensional values, especially for rotor flows. Stator 
flows showed signs of similarity to two dimensional flows. 

Introduction 
The flow in the wall regions of an axial compressor, both 

at the hub and casing, is extremely complex. However complex 
may be the end wall flow, there is evidence that the flow could 
be considered as a conventional boundary layer and its be
havior calculated on that premise (Smith, 1969, and Horlock 
et al., 1974). The boundary layer that is chopped up by a 
rotating blade row reforms as a shear layer, the mean flow of 
which possess many of the characteristics of a boundary layer 
such as a well defined and linear semi-logarithmic region (Pra
sad, 1981; Papailiou et al, 1977; and Bhowmik, 1979). On the 
basis of this assumption that the wall shear layer can be treated 
as a conventional boundary layer, several calculation methods 
have been proposed to calculate its growth and predict its 
behavior. (Horlock and Perkins, 1974; Railly and Howard, 
1962; Gregory, 1970; Mellor and Wood, 1971; and De Ruyck 
et al., 1979). The momentum integral methods have been used 
in computational schemes to predict boundary layer along the 
end walls and to relate it to the variation of efficiency and 
initiation of stall. None of the methods are equally successful 
for all flow configurations. Several assumptions have to be 
made in the computational schemes regarding velocity profile 
models, magnitude of blade force differences, apparent stresses, 
skin friction, etc. 

There is a lot of uncertainty, especially, regarding the mag
nitude of the skin friction in the skewed boundary layers. 
Papailiou et al., (1977) carried out extensive experimental and 
computational studies in stationary cascades to check the basic 
assumptions of the theories of Mellor and Wood (1971). They 
found that, in spite of the large variation of the shape factor, 
the value of Cf did not change appreciably along the blade 
passage. This result supported the assumption of Mellor and 
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Wood that Cf was invariant along the blade passage. Hirsch 
(1974) estimated the value of Cf using the momentum integral 
equation and experimental data of Nguyen (1971). The mean 
Cf for the hub boundary layer was about 0.003 which is about 
the same as that for a nominal two-dimensional boundary 
layer. However, for the casing boundary layers (with tip clear
ance), the value of Cy-was as high as 0.025. Balsa and Mellor 
(1974) assumed Cf values of 0.011, both for the hub and tip 
to get their computations to agree with overall efficiency of 
unshrouded machines. However, for shrouded blade ends they 
reported values of C/to be 0.003. Railly and Sharma (1976) 
used the measured turbulent and mean flow quantities, with 
arrays of hot wires downstream of an isolated rotor, in the 
momentum integral equations. The evaluated C/was compared 
with that of Hirsch (1974). The trend was found to be opposite, 
where the tip values were lower, of the order of 0.002 compared 
to that of hub, which was of the order of 0.023. Measurements 
by Bhowmik (1979) and Prasad (1981), behind single rotor, 
showed values of Cf consonant with flat plate results (about 
0.003) at hub and tip. 

Thus the ambiguity in the Cf values in a complex flow sit
uation is evident. Further, there is a scarcity in the experimental 
data from a multi-stage machine to examine the end wall flows 
towards validating computational schemes. In the present work, 
extensive experiments have been done in a 4-stage axial flow 
compressor that has been built to form a general aerodynamic 
test bed and only typical results have been presented in the 
light of the above requirement. 

Description of Experiment 

Research Compressor. The results presented here are from 
a low speed, four-stage axial compressor, the schematic of 
which is given in Fig. 1. The compressor was driven by a 100 
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Inlet duct (3) Inlet guide vanes 

© Upstream measuring station © Measuring station at downstream of rotor 

© Traverse gear © Elbow with deflecting vanes © 100 h.pd.c. motor 

Fig. 1 Schematic of the four-stage low speed axial compressor 

H.P. variable speed dc motor and had a maximum speed of 
2000 rpm. The blade tip diameter was 720 mm with a hub to 
tip ratio of 0.6. The work coefficient, ^ , , and the flow coef
ficient, <£/, both based on the blade tip, were 0.4 and 0.47, 
respectively. A combined vortex design was adopted to have 
a constant potential flow static pressure rise, along the annulus, 
from hub to tip. The C.4 compressor aerofoil base profile, 
which has been given by Howell (1945), was chosen for the 
blading of rotor, stator, and the inlet guide vanes. The detailed 
design procedure of the compressor is given by Venkateswaran 
(1983). 

Instrumentation. The velocities and the flow angles were 
measured with a single hot wire in conjunction with a compact 
combination yaw-pitot probe of low frontal area similar to 
that used by Bitterlich and Kummel (1977). The hot wire probe 
introduces a difficulty when the probe is retracted to allow for 
measurements close to the casing. The retraction exposes a 
cavity which would disturb the flow near the wall. To mitigate 
this difficulty a technique similar to that of Rogers and Head 
(1969) was employed. A separate attachment was made so that 
at any traverse location of the hot wire, a perspex bush was 
always in flush with the inner surface of the casing. The max
imum step introduced by the bush at its worst angular position 
was 0.056 mm. Fluid stresses were measured by the use of 
single straight and rotated slanted wires adopted from the 

technique of Fugita and Kovaznay (1968). The closest meas
urements to the wall were 0.5 mm and 2.0 mm with the straight 
and inclined wires, respectively. 

Experimental Accuracy. The angle measurements by the 
single hot wire and yaw probe agreed very well away from the 
wall region with a maximum deviation of 0.5 deg. However, 
very close to the wall, the difference in the angle was about 3 
deg. This difference was attributed to the interference effects 
of the combination probe near the wall. In the near wall region 
hot wire angle measurements were accepted as being the true 
values. Near the wall, the heat conduction effect in the overall 
estimation of the velocity becomes significant for distances y 
from the wall given by yU*/v < 5 (Oka and Kostic, 1972). In 
the present case, this gives a lower limit of y — 0.084 mm. 
The closest measurement made in the present experiments was 
for y = 0.5 mm. Therefore, the heat conduction to the wall 
is not expected to affect the results. 

The velocity fluctuations in the wakes would be expected to 
affect the mean velocity measurements by hot wire. At the 
measuring stations the estimated decrease in the wake was 
about 15 percent. The error in mean velocity would be of the 
order of 2 percent in isotropic turbulence and about 5 percent 
in non-isotropic turbulence (Oka and Kostic, 1972). The likely 
error in the present measurements due to fluctuations in the 
relatively spaced out wakes would be less than this. As an 
overall indication of measurement accuracy, the integrated 
axial velocity to give the flow rate agreed within 1 percent (with 
a single exception where the agreement was within 2.5 percent) 
compared with the flow measured by the calibrated bell mouth 
flow meter. 

Results and Discussions 
Experimental data were obtained in each of the blade row 

gap of the compressor for four flow rates. Only typical results 
are presented for discussion. The measuring probes were held 
stationary with reference to the stator and the measured quan
tities are with reference to an absolute frame of reference. 

Flow at Inlet to the Compressor. Wall static pressure meas
urements at four equally spaced circumferential positions at 
the inlet traversing station 4 (Fig. 1) showed a maximum static 
pressure variation of 0.66 percent of the inlet dynamic pressure 
based on the axial velocity. This was taken as a measure of 
the inlet flow uniformity and the flow was treated as axisym-
metric. The boundary layer at the inlet was found to be tur
bulent from the measured sffi^/U which was about 13 percent 
close to the wall. This was slightly higher than the flat plate 

N o m e n c l a t u r e 

A = 

B = 

H 
r 

U = 

u* 
u+ 

V 

universal constant, equation 
(1) 
universal constant, equation 
(1) 
skin friction coefficient, 
TW/(1/2PU2) 
shape factor, 8*/6 
radial distance from com
pressor center line 
local absolute velocity 
vector 
absolute velocity vector at 
boundary layer edge 
blade tip velocity 
friction velocity, r„/p 
inner variable, u/U* 
relative velocity vector at 
boundary layer edge 

x, y, z = axial, normal, and tangen
tial directions 

y = distance from the casing 
wall 

Y+ = inner variable, yU*/v 
a = relative flow angle to rotor 
/3 = absolute flow angle to rotor 
8 = boundary layer thickness 

8* = boundary layer displacement 
thickness 

e = skew angle _ 
$ = flow coefficient, Ux/U, 
v = kinematic viscosity 
8 = momentum thickness 
p = density 
r = shear stress 

Q = rotational speed 
^ = work coefficient, 

pU,(U^-UtA)/{\/2pUt) 

Subscripts 

e 
n 
s 
w 

X, Z 

1 
2 

= boundary layer edge 
= normal component 
= streamwise component 
= wall 
= axial and tangential compo 

nents 
= rotor inlet condition 
= rotor exit condition 

Superscripts 
' = fluctuating quantity 
- = mean quantity 
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Fig. 2 Plot of the inner variables at inlet to the 
compressor 
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Fig. 3 Plot of the streamwise profile; second rotor exit 

value of about 9 percent, at zero pressure gradient (Klebanoff, 
1955). This higher level of inlet turbulence level is considered 
due to the inlet flow acceleration in the bell mouth. Also, the 
calculated shape factor hovers around 1.4 indicating that the 
flow is turbulent. These results showed a good agreement with 
the measurements of Bhowmik (1979) and Prasad (1981) in 
similar situations. 

Fig. 2 shows a good comparison of the plot of the inner 
variables U+ and Y+ of the boundary layer at inlet to the inlet 
guide vanes with the standard two-dimensional flat plate result 
in the form: 

us/U* = \/A Ln (yU*/v) + B (1) 
where the universal constants, A and B, are 0.41 and 5.0 or 
5.5, respectively. However, the wake region is not as pro
nounced as for the flat plate flows, with the velocity distri
bution levelling off rapidly in the wake region. This is due to 
the acceleration of flow at entry which is also reflected in the 
increased inlet turbulence level. The Cj values used to plot Fig. 
2 were obtained from Clauser (1954) plots. 

Flow Behind Rotors and Stators. A typical plot of the 
streamwise velocities for the rotor flows is shown in Fig. 3. 
The Cf values for the plots were obtained from the Ludwieg-
Tillmann (1949) empirical relation given by: 

C / = 0.246 (U9/v) -°-2(V LS6H 
(2) 

where, 6 and H are calculated from the streamwise profile. 
The profiles exhibit a well pronounced linear semi-logarithmic 
region, typical of a normal turbulent boundary layer, but with 
the universal constants "A" and "B" very different from the 
standard values. The same observations were reported for flows 
behind an isolated rotor by Bhowmik (1979) and Prasad (1981). 
In the wake region (Fig. 3), the velocity profiles show signs of 
acceleration. The reason for this is evident from the velocity 
triangles at the boundary layer edge for inlet and outlet rotor 
flows illustrated in Fig. 4 (a). The flow relative to the rotor 
is turned towards the axial direction through the blade passage, 

Within boundary layer 

At boundary layer edge 

(a) Illustration of U2> U 

a^us 

(b) Illustration of u s > Us 

US = U 2 

Fig. 4 Velocity triangles for rotor flows 

u + 

(1/0.364) LnY + + 3.865 

(1/0.412) LnY + +5.03 

Fig. 5 Plot of the streamwise profile; second stator exit 

o 0.4586 - First rotor exit 

• 0.4586 1 0.4586 1 

0.4357 J 
Second rotor exit 

30 

26 

22 

U+ 18 

14 

10 

U + 

(1/0.238) LnY+- 5.2 
(1/0.219) LnY+-6.55 

(1/0.2) LnY+-8.22 

(1/0.41) LnY++5.0 
(Standard 2'D) 

C| =0.0027 
0.0030 
0.0031 

_ l _ 

Fig. 6 

3 4 5 102 2 3 4 5 103 2 3 4 5 104 

Y+ 

Plot of the untwisted profile; C, from equation (2) 

resulting in a2 < ax and a decrease in the relative velocity, V2. 
For a same blade velocity, Qre, at the inlet and outlet of the 
rotor, the decrement in the relative velocity results in the in
crease in the absolute velocity. Also for values Y+ about 102 

and smaller, we get a large local velocity (Fig. 3). The reason 
for this is that, within the boundary layer, there is a large 
increase in the absolute tangential velocity, uZt2 due to the axial 
velocity reduction (Fig. 4 (&)). Toward the casing wall the 
blade speed, 0 r increases. These effects result in the increase 
of the local streamwise velocity wctor such that it is more than 
the boundary layer edge value. This overshoot of the near wall 
velocity is seen in the Fig. 3. 

Boundary layers behind stators (Fig. 5) seems to approximate 
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Table 1 Compar 

<t> = 
Cf obtained from L. T. formula 
applied to streamwise profile 

Cf obtained from equation 3 
and A = 1/0.41 applied to 
streamwise profile 

As second case but applied to 
untwisted profile 

As first case but applied to 
untwisted profile 

From the extrapolated 
measured values of us'uy' 
wall 

to the 

ison of Cf obtained from various methods 

First 
rotor 
exit 

0.4586 

0.0027 

0.009 

— 

0.0031 

0.0024 

0.3493 

0.0025 

0.006 

— 

0.0024 

0.0036 

Second 
rotor 
exit 

0.4586 

0.0027 

0.0094 

— 

0.003 

0.0034 

0.4357 

0.0026 

0.0115 

0.0101 

0.0027 

0.0032 

Third 
rotor 
exit 

0.4357 

0.0028 

0.0103 

0.008 

0.0029 

0.0032 

Fourth 
rotor 
exit 

0.4586 

0.0022 

0.0082 

— 

0.0024 

0.002 

o 0.4586-
a 0.4586 ] 
O 0.4357 J 

First rotor exit 

Second rotor exit 

U + 

(1/0.41) LnY+-4.36 

(1/0.41) LnY+- 5.734 

(1/0.41) LnY+-5.18 

(1/0.41) LnY++5.0 

o 0.4586 - Second rotor exit 

-

1 1 ! & 

. , - - " Cf= 0.0090 -v 
i ^ , - - " " " 0.0094 - A 
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_ 

-
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u 
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Fig. 8 Plot of the untwisted profile; C, from equation (3) 
2 3 4 5 10^ 2 3 4 5 10J 

Fig. 7 Plot of the streamwise profile; C, from equation (3) 

to the two-dimensional standard profiles. It appears that the 
turbulent structure of the boundary layer is different for a 
shear layer immediately downstream of a rotating blade row 
due to the complexity of the flow than a naturally developing 
one, as in the flow past flat plate, resulting in the non-standard 
values of A and B. The structure of the turbulence seems to 
revert fairly quickly to its normal boundary layer form as it 
moves across the stators, the distance being 2 to 2.5 times the 
physical thickness of the boundary layer. Similar plot of the 
velocity profiles was attempted for the measured untwisted 
profiles (i.e., only magnitude of the total velocity vector is 
considered and not their streamwise components). This method 
of representation brings them no closer to the standard semi
log plot and the values of A and B are almost the same as 
before. 

An attempt was made to obtain Cf from the slope of the 
law of the wall relation using the standard values of A. The 
law of the wall can be rewritten in the form: 

us/Us = AyJC/2 Ln (y/5) + ByJCf/2 
+ A-JC/2 Ln[(£/>/cy2<5)/(<] (3) 

The slope of the plot us/Us versus y/8 and the corresponding 
Cf was used to replot the rotar streamwise profiles of Fig. 7. 
Because A has been forced to be equal to 1/0.41, it is not 
surprising that the slopes correspond to the standard value. 
However, the plots lie well below the standard one. The same 
is true for the stator untwisted profiles (Fig. 8). The Cf values 
are very large and are about three times the Ludwieg-Tillmann 
value. Table 1 compares the values of Cf obtained from dif
ferent methods. The measured values of UsUy when extrapo
lated to the wall gave Cf close to Ludwieg-Tillmann formula 
applied to the streamwise profile. Although extrapolation to 
the wall is not exact, the data support the conclusion that 

Limiting wail 
streamline direction 

Fig. 9 Nomenclature of three-dimensional boundary layer 

" 

-

-

0 0.3493 
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U+ 
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Y + 

Fig. 10 Plot of the untwisted profile; third rotor exit 

Ludwieg-Tillmann formula can be applied to the streamwise 
component of Cf with reasonable accuracy. The full value of 
Cf would then be the streamwise value divided by cos ew and 
act in the limiting streamline direction (Fig. 9). When the 
untwisted profiles of the rotor flows with Cf values corre
sponding to the limiting streamline direction were plotted (Fig. 
10), by and large there was a bunching of the profiles around 
the standard two-dimensional plot. Plot of the stator untwisted 
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_ Cf (stfeamwise)/from L.T. formula 

Fig. 11 Plot of the untwisted profile; second stator exit 

profiles using the above procedure showed similar results (Fig. 
11). In all of the plots the logarithmic scale corresponds to log 
base 10. However, the values of the constants quoted against 
each plot are computed with reference to natural logarithm. 

Concluding Remarks 
An experimental investigation was conducted into the flow 

in the casing wall region of a 4-stage, low speed axial com
pressor to verify the 'law of the wall' applicability to these 
complex flows. Some of the available shear stress models of 
the two-dimensional flows have been examined to quantita
tively assess the skin friction. 

When the casing boundary layer profiles are examined for 
agreement with the 'law of the wall', a semi-logarithmic region 
is seen to exist for both the stator and rotor flows. However, 
the universal constants 'A' and 'B' of the 'law of the wall' 
seem to be widely removed from the standard values, espe
cially, for rotor flows. However, the situation changes for most 
of the stator flows where the velocity plots tend to approximate 
to the standard two-dimensional plot. 

The skin friction, Cf, obtained from hot wire measurements 
extrapolated to the wall, give values close to the flat plate 
results. The Cf obtained from the Ludwieg-Tillmann formula 
applied to the streamwise or untwisted velocity profiles agrees 
closely with the hot wire results. When the measured profiles 
are forced to conform to the standard slope of the 'law of the 
wall', the resultant value of the Cf is three times higher than 
the above value. 
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Experimental Investigation of the 
Flow With a Free Surface in an 
Impulsively Rotating Cylinder 
An experimental investigation was made of the impulsive spin-up from rest of a 
liquid in a partially filled cylindrical container. The main impetus was placed on 
delineating the effects of the presence of a free surf ace on the transient development 
of flow. Of particular interest were the situations in which the free surface intersected 
either or both of the endwall disks during the course of spin-up. Extensive flow 
visualizations were carried out by using suspended metal particles. An image proc
essing technique was utilized to determine accurately the propagating velocity shear 
front as well as the time-dependent free surface contour. Precise measurements of 
the fluids velocities were obtained by using a laser Doppler velocimeter. The transient 
velocity profiles were mapped out, and they were found to be in satisfactory agree
ment with the predictions based on the simplified analysis. The radial location, 
Rs(t), of the propagating shear front was measured by applying the image processing 
technique to the visualized azimuthal flow field. The experimental data were found 
to be consistent with the numerical predictions. 

1 Introduction 
One problem of central importance in modern rotating fluid 

dynamics is the issue of spin-up from rest (e.g., Wedemeyer, 
1964; Homicz and Gerber, 1987). Let us consider a viscous 
incompressible fluid in a vertically mounted circular cylinder 
at rest. At a certain instant / = 0, the container is impulsively 
started spinning about its longitudinal axis, aligned parallel to 
gravity, at a finite constant angular speed 0. The subsequent 
transient motions of the fluids, in response to the impulsive 
initiation of the rotation of the container, constitute the essence 
of the problem at hand. Here, the main interest is confined 
to the classes of flow for which the rotational Reynolds number 
Ke = QR2/v (where R denotes the radius of a rotating cylinder 
and v the kinematic viscosity) is sufficiently large. The transient 
fluid motions will persist until the entire body of the liquid 
acquires the same angular speed as that of the solid boundaries 
of the container. This time-dependent fluid flow poses a can
onical problem of intrinsic significance to the basic fluid dy
namics. The subject is highly relevant to such practical 
engineering applications as chemical mixers, centrifuges, and 
fluid machinery, etc. 

The bulk of the previous studies on spin-up was concerned 
with the situations in which the cylindrical container was filled 
completely with a liquid (e.g., Wedemeyer, 1964; Weidman, 
1976; Kitchens, 1980; Hyun et al., 1983). These prior accounts, 
encompassing elaborate analytical modeling efforts (Wede
meyer, 1964) as well as extensive and systematic laboratory 
and numerical experiments (Weidman, 1976; Watkins and 
Hussey, 1977; Hyun et al., 1983), have measurably deepened 
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our understanding of the principal dynamic ingredients in
volved in the process. 

Recently, the question of spin-up of a liquid in a partially-
filled cylindrical cavity has emerged to be of considerable con
cern. This has been motivated by the desire to acquire a clear 
understanding of the transient flow process affected by the 
presence of a free surface. Knowledge of such internal liquid 
flows is of direct relevance for the analyses of a liquid pro-
pellant rocket or a shell containing a liquid-filled cavity, to 
name a few. Also, the problem is of interest in its own right; 
this entails complex dynamical interactions between the Cor-
iolis force, the pressure gradient and the viscous actions, and 
the additional effects due to the free surface deformation. 

The earlier study of Goller and Ranov (1968) laid the ground
work to tackle the spin-up with a free surface. Utilizing the 
extended Wedemeyer-Goller-Ranov model, Homicz and Ger
ber (1986, 1987) gave a relatively simple numerical formula to 
properly depict the transient free surface shape as well as the 
dominant azimuthal velocity structure. An extensive experi
mental verification on the deformation of the free surface was 
recently performed by Choi et al. (1989). 

The primary purpose of this study is to develop a carefully 
controlled experimental research program to undertake lab
oratory measurements of the unsteady flows in spin-up from 
rest in a cylinder. Considerable efforts have been expended to 
fabricate the experimental apparatus and install measurement 
systems. As asserted earlier, the objective here is to validate 
experimentally the predictions of the preceding numerical 
models, with particular reference given to the model of Homicz 
and Gerber, to deal with the cases when the free surface in
tersects either or both of the endwall disks. 
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It should be mentioned that a preliminary account of the 
present experiments was prepared recently (Choi et al., 1989). 
This previous experimental report illustrated only the transient 
contour of the free surface, which was shown to be in accord 
with the predictions of Homicz and Gerber's model (hereafter 
referred to as H&G model), including the cases when the free 
surface intersected the end walls. A major element of this paper 
is an experimental determination of the propagating velocity 
shear front and of the azimuthal flow characteristics. The 
experimental data will be thoroughly cross-checked against the 
available predictions, and critical appraisals will be made of 
the existing analytical models. 

2 Overall Description of the Flow 
Before proceeding to the details, it is useful to give an overall 

illustration of the outstanding features of the flow. Since the 
Wedemeyer model contributes the basic building block for the 
general theory of spin-up from rest, the highlights of the orig
inal Wedemeyer model, for a completely-filled cylinder, are 
briefly reviewed. 

Taking cognizance of the axial uniformity of the dominant 
flow in the interior region for R e » l , Wedemeyer (1964) 
proposed a greatly simplified differential equation. The radial 
(«) and azimuthal (v) velocities are taken to be functions of 
the radial coordinate (r) and time (/) only. In order to close 
the formulation, a functional form relating u and v, i.e., 
u=f(r,v), has been postulated. After several physically in
sightful steps, the azimuthal flow field can be expressed as 

v/RQ = (r/R exp(27)-i?/r)/(exp(27)- 1.0), 
for r/R>exp(-T) 

v/RU = 0, for r/R < exp( - 7), 
where T is the characteristic time scale and depicted as 

T=(o.8S6jj\ Re~'/j Qt. 

The above results, commonly referred to as the Wedemeyer 
solution, clearly state that the azimuthal flow field can be 
divided into a nonrotating region for r/R < exp( - 7) and a 
rotating region for r/R>exp(- T). The interface, r/ 
i? = exp(- 7), represents a velocity shear front, which is seen 
to propagate radially inward from the cylinder sidewall to the 
central axis. These eminent features of the evolving velocity 
field have been qualitatively verified by the previous numerical 
as well as laboratory studies for a completely filled cylinder 
(e.g., Weidman, 1976; Watkins and Hussey, 1977; Kitchens, 
1980; Hyun et al. 1983). 

3 Experiments 
The major components of the experimental apparatus are a 

high-quality rotating turntable, cylindrical containers, visu
alization and photographing systems, an image processing sys
tem and a flow velocity measuring device. 

The rotating turntable was built with a precision-controlled 
AC-servo motor (0.4kW rating). The rotational speed of the 
turntable was controlled by varying the frequency of the input 
pulse signal. The speed was checked continuously by digital 
tachometer (ONO SOKKI, HT441) which received the reflec
tion-light from a reflector on the rotating cylinder and by 

Fig. 1 Schematic diagram of the flow system 

monitoring the signal from the servo unit. The turntable was 
capable of reaching the steady rotation within 0.05 ±0.01 sec
onds measured from the voltage signal to the servo unit. The 
variation of the rotational speed was found to be less than 
±0.1 percent under the typical operational condition of 200 
rpm. A series of cylindrical containers was fabricated with 
plexiglass. The cylindrical container was securely attached to 
the turntable; extreme care was exercised to ensure the upright 
configuration of the apparatus. The usual working fluid was 
pure water at 18±0.5°C. 

The general experimental techniques, together with the pre
liminary results displaying the transient free surface contour, 
have been described in the prior report (Choi et al., 1989). 

One of the elementary, yet highly versatile, visualization 
techniques is by using aluminum powder suspended in the fluid. 
As is well-known, the disk-like particles are randomly oriented 
in the region where the fluid is nonrotating; however, a shearing 
motion tends to align these metallic particles in the primary 
direction of shear. The cylindrical tank was illuminated from 
the side by using a vertical sheet light beam. A 35 mm still 
camera and a video camera were used to record the visual 
images of light scattered by particles from a direction perpen
dicular to the slit beam. The intensity of the scattered light is 
a function of the number density of the suspended particles. 
As demonstrated in the representative photograph of Green
span (see Fig. 1.4 of Greenspan, 1968), the shear front is clearly 
observable in the visualized picture as a demarcation of the 
bright and dark regions. Quantitative determination of the 
location of the shear front was made possible by employing 
an image processing technique. A digital image was enhanced 
by undergoing a filtering process and the image was converted 
into a set of binary data by prescribing a suitably-chosen 
threshold value to a plug-in type image processor (PC-Vi-
sion +, Imaging Technologies, Inc.). The digital image had a 
total of 256 gray levels. After undergoing a series of trial and 
error, the threshold value was selected to be customarily around 
the level 175. By this method, two distinct regions were iden
tified; the bright area represented the nonrotating core region 
ahead of the front, and the dark area corresponded to the 
rotating region behind the front. The above-stated experi-

Fr 
g 

H 
L 

r,6,z 
R 

Nomenclature 

Froude number = (QR)2/gh 
gravitational acceleration 
height of the container 
initial depth of fluid in the 
container 
cylindrical coordinates 
radius of the endwall disk 

Re = 
Rs = 

t = 
T = 

= Reynolds number 
= radial location of shear 

front 
= physical time 
= dimensionless time = 0.886 

{R/H)t/ReVlQ-1 

U, V, W 

K, 7 

V 
Q 

= velocity components in the 
r-, 6— , and z-directions 

= exponents of numerical 
formula 

= kinematic viscosity of fluid 
= angular speed 
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mental method, in conjunction with the image-enhancing tech
nique, produced a clear-cut depiction of the shear front as a 
sharp demarcation between the bright and dark areas in the 
visualized plot. However, it should be emphasized again that, 
in reality, as can easily be deduced, the shear front represents 
a narrow zone in which the azimuthal velocity varies contin
uously with great rapidity. A more realistic description of the 
shear front, therefore, could be made in terms of a very thin 
band in which substantial flow gradients are concentrated. 

Another concern of considerable practical implications is 
the optical distortion or the lens effect. This stems from the 
fact that the diametrical sections are viewed through a cylin
drical volume of the fluid plus the plexiglass sidewall of the 
container. Consequently, the radial distance from the central 
axis, as viewed in the experiments, had to be corrected for the 
optical distortion. By conducting extensive test runs to calibrate 
the apparent radial distances against the known lengths, a 
relatively simple geometrical optical model was devised; this 
model accounted for the difference in the refractive indices of 
water and air. This optical correction model was incorporated 
in the quantifications of the cross-sectional image data. Com
bining these preliminary steps, the propagation of the shear 
front as well as the deformation of the free surface were ex
amined by analyzing the sequential pictures obtained primarily 
for the visualized azimuthal flows. 

For the velocity measurements, the laser Doppler velocimeter 
is an important and well-established experimental technique. 
This device was used in the present experiments to complement 
and cross-check the observations made by the flow visualiz
ations. In a manner similar to the preceding work for a com
pletely filled cylinder (e.g., Watkins and Hussey, 1977; 
Kawashima and Yang, 1988), extensive use was made of a laser 
Doppler velocimeter (TSI model 1990) together with a timer/ 
counter unit interfaced to a personal computer. Care was taken 
to make an accurate determination of the location of the focal 
point (see the discussion of the correction method by Watkins 
and Hussey, 1977). The water inside the cylinder was seeded 
with a small amount of milk. An optimum seeding was found 
to be 1 to 2000 in volume ratio. A frequency shifter (TSI model 
1980) was employed to remove noise signals from the irregular 
surface of the rotating container. This noisy signal can mainly 
be attributed to the non-uniform thickness of the rotating 
cylindrical sidewall. Typically, the velocity data were con
structed by sampling 512 velocity measurements at an interval 
of 100 microsecond. This gives an averaging time of approx
imately 0.05 second. 

Measurement uncertainties associated with the present ex
periments were evaluated according to the procedure of Moffat 
(1988) in terms of root-sum-square combination. Here, the 
measurement uncertainty was classified in the following three 
categories: 1) the one-dimensional determination of the lo
cation of the velocity shear front, 2) the errors in measuring 
the propagating distances of the velocity shear front from the 
consecutive images, 3) the lens distortion effects due to the 
difference in the refractive indices of water and air. The in
herent errors of the measurement systems were corrected by 
repeating measurements and calibration. The uncertainty re
lated with the effect of lens distortion was excluded by em
ploying a geometric optics model. The one-dimensional reading 
of the shear front location was considered to be the most 
significant source of uncertainty. In the experiments, the 
boundary between the bright and dark area regions from the 
visualized photographs was defined as the location of the ve
locity shear front. The boundary was determined by assigning 
a proper threshold gray level for the light front. Since the 
image processing system handled 641 x480 pixels, and the di
ametric cross-section of the rotating cylinder was typically 100 
mm by 200 mm, the measurement volume had a resolution of 
0.16 mm per pixel in the radial direction. At a typical rotating 
speed, the buoyant particle moved 0.66 mm in the axial di-
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rection over a time period of two consecutive images; hence, 
the bias limit caused by this finite time difference between the 
two images was considered to be 0.66 mm. As a result, it can 
be asserted that the uncertainty in determining the location 
from the two consecutive images was 0.73 mm. In the present 
experiment, the average distance of the propagating velocity 
shear front over a time period of two consecutive images was 
approximately 9 mm. Therefore, the uncertainty in measuring 
the location of the velocity shear front was estimated to be 8 
percent. 

4 Results and Discussions 
As remarked earlier, the experimental determination of the 

transient free surface contour and the attendant comparisons 
with the analytical predictions have been contained in the pre
vious account (Choi et al., 1989). The present exposition, there
fore, intends to highlight the salient experimental observations 
related to the velocity fields in the interior. These include the 
columnar nature of the dominant flows, the transient azi
muthal velocity structure, and the propagating shear front. 

4.1 Columnar Nature of the Flow. One essential building 
block of the existing models has been the assumption of the 
columnar flow in the interior. This implies that the horizontal 
velocities (u,v) are substantially uniform in the axial direction 
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Fig. 5 Radial location of the propagating shear front, Rs. The final-state 
free surface intersects neither of the endwall disks. Re = 1.13x105, 
Fr = 0.4, L/H = 0.5, H/R = 3.0. 

in the region far away from the boundary layers. Figure 2 gives 
a representative plot based on the LDV measurements. It is 
intended here to demonstrate the validity of the assumption 
used in the subsequent experiments. 

The fluid is in a solid-body rotation when spin-up has been 
completed. This figure, however, plots normalized azimuthal 
velocities at several radial positions when the flow with a free 
surface displayed in this figure as a dotted line, is in a transient 
state (t = Q.lT). The characteristic of "columnar flow" is dis
played even in the case of the rotating flow with a free surface. 
It can be concluded from this result that there is no need to 
try LDV measurements at the different axial positions because 
the propagating azimuthal velocity shear front poses a straight 
band in the meridional plane of a cylindrical container. 

4.2 Transient Azimuthal Velocity. Figure 3 displays a 
comprehensive set of the LDV measurements of the transient 
azimuthal velocities at several radial locations along the same 
height of the container (z/R = 0.25). The radial position of 
LDV measurements is selected at an irregular interval from 
the sidewall of the container to the central axis. The measured 
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Fig. 6 Radial location of the propagating shear front, Rs. The final-state 
free surface intersects only the top endwall disk. Re = 2.3 x 105, Fr = 1.5, 
L/H = 0.7, H/R =3.0. 
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Fig. 7 Radial location of the propagating shear front Rs. The final-state 
free surface intersects both the top and bottom endwall disks. 
Re = 3.4 x10s, Fr = 3.36, L/H = 0.5, H/R = 3.0. 

velocities at the corresponding radial locations are shown with 
symbols (O, r/R = 0.55;A, 0.64; a , 0.75; o , 0.87; V, 0.93). 
The time histories shown here are corroborative of the basic 
theoretical contentions that the substantial flow transiency per
sists over a time span 0(Re'/2 Q~'). This spin-up time scale, 
originally derived for the cases of a completely-filled container, 
is seen to be equally applicable to the flows with a free surface. 
Figure 3 also indicates that the gross pattern of transient ev
olution of the flows during r~0(Re fi~') can be described 
to be approximately exponential; this behavior is qualitatively 
similar to the velocity evolution of Wedemeyer as summarized 
in the previous section, which is portrayed by the classical 
model for a filled cylinder. 

Figure 4 gives the comparisons of the experimental data of 
the azimuthal velocities in the interior and the theoretical pre
dictions due to H&G model. The solid lines in the figure denote 
the predictions and the symbols show the experimental results 
of the LDV measurements. Notice that, for the parameter 
values of Fig. 4, the free surface intersects the bottom end wall 
disk and the inner core becomes dry when r/Re'/2 fl_1 reaches 
somewhere around 10.3. 
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As is evident in the figure, the consistency between the ex
perimental observations and the numerical predictions is highly 
encouraging. This close agreement is a clear manifestation in 
support of the numerical predictions. It should be mentioned 
that the model of Homicz and Gerber contains several heu
ristic, although physically plausible, approximations to arrive 
at a relatively simple expression for the Ekman pumping ef
fects. When the free surface intersected the end walls, the 
experiments verified that the model was capable of predicting 
the transient free surface contour with a reasonable accuracy, 
as illustrated in our previous report. These critical assessments, 
with respect to both the transient free surface contour and the 
azimuthal velocity evolutions in the interior, provide concrete 
bases of credence to the main contentions of the H&G model 
due to Homicz and Gerber (1987). 

4.3 Propagating Shear Front. One significant dynamical 
element of the spin-up process is the presence of the radially-
inward propagating azimuthal velocity shear front. As stated 
earlier, the classical solution of Wedemeyer for a completely 
filled cylinder gives the location of this front as r/R = exp( - T). 
No systematic experimental verifications have appeared in the 
literature regarding a precise depiction of the radial propa
gation of this front for the cases of partially filled cylinder as 
well as completely filled cylinder. 

Figure 5 shows the radial location of the azimuthal velocity 
shear front, when the final state free surface does not intersect 
any one of the endwalls. There are three sets of results in this 
figure for comparison. The experimental results are displayed 
with circular symbols (o), the prediction as a solid line, using 
K = 1 . 0 , 7=1.01 , in accordance with the suggestion of H&G 
model. For comparison, the analytical solution by Wedemeyer 
is shown as a dotted line. Since the final-state shape of the 
free surface does not touch either of the endwall disks, only 
one Ekman layer at the bottom endwall disk is present. There
fore, for an effective cross-comparison, the curve representing 
the Wedemeyer solution, r/R = exp(- T), was constructed for 
a filled cylinder with the height twice the water level of the 
present experiment, i.e., H=2L. As is discernible in Fig. 5, 
the agreement among the predictions and the experimental 
findings is satisfactory. 

Figure 6 illustrates the results when the final-state free sur
face intersects only the top endwall disk. The symbols denote 
the experimental measurements, and the solid line represents 
the prediction due to the H&G model (using K = 1.0, 7=1.01). 
It is obvious that the propagation speed of the shear front for 
this case is lower than for the case displayed in Fig. 5. Ob
viously, the top endwall disk is only partially wet during the 
course of spin-up. This implies that the contribution of the 
Ekman layer at the top endwall disk is reduced. Consequently, 
the propagation of the shear front is retarded. 

Figure 7 demonstrates the results when the final-state free 
surface intersects both the top and bottom endwall disks. The 
retardation of the propagation of the shear front is clearly 
discernible. 

The comparisons shown above manifest close consistency 
between the predictions of Homicz and Gerber's model and 
the present experimental measurements. The validations ex
hibited in Figs. 5, 6, and 7 provide strong support to the 
adequacy and accuracy of the H&G model in portraying the 
propagation of the azimuthal velocity shear front. 

In the present work, the values of the model constants, K 
and 7 in the model of Homicz and Gerber (see equations (10) 
and (15) of Homicz and Gerber, 1986), were fixed at K= 1.0 
and 7=1.01. These are the values suggested in the orginial 
model development by Homicz and Gerber. At this point, a 
remark is in order. The experimental results seem to indicate 
that, for very high values of Fr, i.e., Fr > 10.0, closer agreement 
was attained between the measurements and the predictions 
when these model constants K and y were slightly adjusted to 

higher values. The insights gained in the selection of the model 
constants will be addressed in detail in a subsequent paper. 

5 Conclusions 
Comprehensive laboratory experimental investigations have 

been undertaken with a view toward verifying the previous 
numerical models. Both the flow visualization studies and the 
laser Doppler measurements were performed to obtain quan
titative data. 

The assumption of the columnar flow, which is well accepted 
for the cases of rotating flow in a completely filled cylinder, 
is also found to be valid when there is a free surface, for the 
parameter values considered. 

Transient development of the azimuthal velocity has been 
measured by using the LDV. The predictions of the model of 
Homicz and Gerber have been shown to be consistent with the 
experimental data for the azimuthal velocity field. The azi
muthal velocities in the interior as well as the free surface 
contour are well represented by the numerical procedures for 
all possible cases of the final-state shape of the free surface. 

The radially inward propagating azimuthal velocity shear 
front has been captured by flow visualizations. The location 
of the shear front has been determined by the image processing 
of experimental data. Although limited by an error bound 
restricted by the uncertainty analysis, the results indicate broad 
agreement between the experimental findings and the previous 
model predictions. The present experiments give strong support 
to the adequacy of the numerical model in predicting transient 
free surface contour and the evolutions of the velocity fields 
in the interior. The overall adjustment time is found to be 
comparable with the conventional spin-up time scale Re'/2 fl~'. 
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Velocity Bias Associated With 
Laser Doppier Anemometer 
Controlled Processors 
The controlled processor has been proposed as a means of avoiding velocity bias in 
laser Doppier anemometry. A theoretical model is presented to show that results 
free of bias can be obtained if both the ratio of integral time scale to measurement 
time scale {integral scale data density) and the ratio of sampling time to the meas
urement time scale (normalized sample interval) are greater than five. Further, by 
separation of the integral scale data density and normalized sample interval param
eters, it is shown that at any integral scale data density the controlled processor will 
not produce any less bias than a sample and hold processor and no more bias than 
the free running (unweighted) processor. In some situations it may be considered 
superior to the sample and hold processor as the data processing and hardware 
requirements are reduced without any loss of measurement accuracy. Experimental 
data confirming the theoretical results are also shown. Some of these data are 
contrary to at least one model available in the literature. 

Introduction 
Laser Doppier anemometry (LDA) has become widespread 

because of the nonintrusive nature of the measurements as well 
as its versatility of application in highly turbulent reversing 
flows and hostile environments. Its potential to provide highly 
accurate measurements in turbulent flows is, however, not 
often realized because of the problem of velocity bias. Velocity 
bias occurs because the LDA approximates the statistics of the 
flow by the sample statistics of the measured particle reali
zations. When the velocity fluctuates, the volume flow rate 
through the measuring volume varies with the velocity mag
nitude and direction. The rate of particle arrivals in the meas
uring volume is, therefore, strongly correlated with the 
fluctuations in the fluid velocity. Arithmetic averaging of the 
resultant velocity realizations (free running processor) will thus 
often produce a velocity result biased to a higher value than 
the actual flow velocity. McLaughlin and Tiederman (1973) 
predicted a bias equal to the square of the turbulence intensity 
for flows which are essentially one dimensional in nature with 
a turbulence intensity of less than 30 percent in the major flow 
direction. 

The controlled processor (Stevenson et al., 1982; Erdmann 
and Tropea, 1981, 1984; and Edwards, 1981, 1987) has been 
put forward as a method of sampling LDA signals to reduce 
velocity bias. Its principle of operation is illustrated in Fig. 1. 
The validated particles, N2, are all those particles with suffi
cient signal amplitude and quality to trigger the processor and 
not be rejected by the validation circuits. After the start of the 
measurement, the first particle to arrive is labelled / = 1 through 

to the last particle labelled i = N2, (=11 in Fig. 1). The con
trolled processor, starting at a time ATS from the start of the 
measurement, samples the validated data at equally spaced 
intervals of duration, Ts, rejecting all but the first particle 
signal to arrive in each interval. The accepted signals, N3, are 
then averaged to give the required statistical quantities. This 
method of data processing has a distinct advantage over other 
correction schemes such as sample and hold processing and 
residence time weighting, Edwards (1987), as these require the 
time between particle arrivals and the particle residence time 
respectively. They also have more complicated algorithms than 
the controlled processor. 

Edwards (1981) examined the velocity bias of a controlled 
processor for Ts/rc « 1 over a range of ratios of Ts/rm. TC 
was defined, without further qualification, as the velocity fluc-
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Fig. 1 Operation of the controlled processor - extension of Erdmann 
and Tropea (1981, 1984) representation. 
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tuation correlation time and T,„ the inverse of the validation 
rate. The results showed that the bias would be a minimum 
when a measurement is taken every sample period. No results 
were shown for larger values of TS/TC. Much of the work was, 
however, on the effects of 7^ being smaller than the residence 
time of the particle in the measuring volume. That aspect will 
not be examined in this paper. 

Erdmann and Tropea (1981, 1984) produced a theoretical 
model which showed that given a sufficiently high particle rate 
and for Ts/Tu>\, where Tu is the integral time scale of the 
flow, an unbiased velocity measurement is achieved. Their 
model also showed that if Ts/Tu-~oo velocity bias would dis
appear as the integral scale data density approaches zero. The 
case when Ts/Tu—oo was defined as the one-shot processor. 
However, Edwards (1987) cast some doubt on the derivation 
by Erdmann and Tropea (1981, 1984) and recommended that 
further work was required on bias at low and intermediate 
data densities. Furthermore, there is a lack of published ex
perimental data to verify the above claims. 

A different approach to analyzing the velocity bias associ
ated with a controlled processor has been taken in this paper. 
The effect on the velocity bias of the integral scale data density, 
Tu/rm, is treated separately to the effect of the normalized 
sample interval length, Ts/rm, rather than using Ts/Tu as done 
by Erdmann and Tropea (1981, 1984). This allows a direct 
comparison with the velocity bias associated with the sample 
and hold processor, which is widely accepted (Dimotakis, 1976; 
Edwards and Jensen, 1983; Edwards, 1987) as producing un
biased velocity results at a sufficiently high data density. A 
number of authors, Edwards and Jensen (1983) and Adrian 
and Yao (1987) have defined the data density as the ratio of 
the Taylor microscale and the inverse of the validation rate. 
To avoid confusion Tu/rm will be defined as the integral scale 
data density. 

Theory 

The controlled processor can best be analyzed by considering 
two modes of operation. The first is when the normalized 

sample interval is long, (Ts » rm), and the second is for all 
other sample interval lengths. 

In the first case every sample interval of a controlled pro
cessor will contain at least one realization of which the first 
will be accepted and the remainder rejected. Thus, the prob
ability of acceptance of a realization must be considered. Be
cause T„ is constant, no correlation can exist between the interval 
starting times and particle arrival times or velocities. Since no 
correlation exists, the expected acceptance, <P,->, of a reali
zation, /, is directly proportional to the interarrival time, 7)_i, 
between /' and the previous realization, /— 1. This is given by: 

<p/> = r,_,/r, (i) 
where P,= 1 if the realization is accepted and P, = 0 if it is 
rejected. 

For a given value of ATS, the mean output of a controlled 
processor for long normalized sample intervals is given by 
equation (2). 

T?c,= E I / f P / ^ P , (2) 

where E Pi — Nit the number of points accepted, which is also 
given by E Tj-i/Ts. The summations in equation (2) are taken 
over the total number, A^, of validated realizations in a meas
urement. _ 

The expected value of UCP taken for 0<ATs<Ts is given 
by: 

<Z7CP> = <E U,P,/LP,} (3) 

= E(t/,.<P,I U= t / , » • Ts/L T,_, (4) 

where <P,I U= £/,•> is the expected value of P„ <P,-> of equation 
(1), if the velocity is equal to £/;. Thus, 

<P,\U= £/,•> = <7-,_, I U= U,)/Ts (5) 

and 

(UCP> = E u,< r,_, I u= Ui)/L r,_, (6) 

The expected value of UCP is, therefore, identical to that 
which would be achieved by a processor weighting each of the 
N2 realizations by 7)-_i. This is defined as arrival time weight
ing. 
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At this stage, a comparison between the results of a sample 
and hold processor and the arrival time weighting processor 
is required. The mean velocity of a sample and hold processor 
as given by equation (7) has been shown by Winter et al. (1990), 
to produce results free of velocity bias if N2T„>5 where all 
validated data are accepted by the sample and hold processor. 
In calculating the flow statistics, each realization [/, is weighted 
with the interarrival time, 7}. 

UsH^EUiTi/ETi (7) 

Winter et al. (1990) modelled the fluid flow with a variable 
speed "conveyor belt" type model. The seed particles are placed 
on the conveyor belt with a Poisson spatial distribution which 
is independent of the velocity of the particles. Therefore, the 
arrival probability per unit time is proportional to the instan
taneous velocity magnitude of the particle. The movement of 
the flow is modelled as having a velocity persistence time which 
is the period of time after the arrival of a particle that the flow 
velocity may be considered, on average, to remain perfectly 
correlated. This was shown to be Tu, the integral time scale 
of the flow. 

The interarrival time of two consecutive particles with a given 
spacing and velocity, Uh of the first particle, is calculated by 
assuming the flow to have a velocity U, for a period Tu after 
the arrival of the particle in_the measuring volume, and the 
mean velocity of the flow, U, for the remaining distance be
tween the particles. This is integrated over all particle spacings 
in the Poisson distribution to determine the expected time 
between particles for a given velocity of the first particle. From 
this, equation (8), which gives the effect on the probability 
density function of velocity, p(U), may be found, Winter et 
al. (1990). 

igsdU)) =p(£/)[l - ( 1 - I U\/\ t / l )exp(- Tu/Tm-1 U\/\U\)] 

(8) 

where p(U) is the probability density of U as measured by an 
instrument free of velocity bias or error. The measured mean 
velocity is given by integration of equation (8) over all values 
of U, just as the true mean velocity is obtained by integration 
of p(U) over all U. 

Using the above model based on weighting [/,• by Th and 
given that the autocorrelation function used to determine Tu 

must be symmetrical about T = 0, the model may, without any 
changes, be used to model the arrival time weighted processor. 
Here, the interarrival time of two particles with a given spacing 
and given velocity, [/„ of the second particle, is calculated by 
assuming the flow takes on the velocity U, for the time greater 
than Tu before the rth particle arrives in the measuring volume 
and a value U, for the time less than Tu before arrival of the 
rth particle. As the model is the same for both cases, the 
expected statistics of the two methods of interarrival time 
weighting should, therefore, be the same. As it has already 
been shown that the expected statistics of a controlled processor 
with long normalized sample intervals are identical to those 
of an arrival time weighted processor, it follows from the above 
that they are also identical to the expected statistics of a sample 
and hold processor. 

In the second case, Ts » rm is no longer true and, therefore, 
some sample intervals do not contain a measurement. As each 
particle can be accepted no more than once, the expected ac
ceptance of Ph where T-,_x > Ts, is no longer proportional to 
T,_i as in equation (1) so that equation (9) holds. 

<Pi> = T,. 

= 1 

i/T, (9) V, > T,-i) 

(Ts s J}.,) 
Therefore, the results of a controlled processor become dif

ferent to those of the sample and hold processor. 
Again using the model of Winter et al. (1990), the effect the 

limit of <P,-> has on the controlled processor results may be 
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2 Effect of normalized sample interval time on velocity bias 

determined. When the model is slightly modified to put a limit 
of 7; on the maximum weighting time that can be applied to 
each particle, the weighting time is once again proportional to 
<P,-> and the bias produced by a controlled processor may be 
simulated. 

By using a Gaussian velocity distribution in these calcula
tions, the effect the normalized sample interval has on velocity 
bias can be shown, Fig. 2. For long normalized sample intervals 
(TS/T,„ > 5) there is no change to the original sample and hold 
model results over the range of data densities, while for short 
normalized sample intervals (Ts/rm < 0.05) the bias remains 
at the maximum bias value for all data densities, the same as 
a free running processor. 

From these results it is clear that the controlled processor 
cannot provide less velocity bias than the sample and hold 
processor for any normalized sample interval. When TS/T„, > 
5 both processors produce identical statistics. There is a smooth 
transition of the results to those of a free running processor 
which may now be defined as a controlled processor with TJ 
rm < 0.05. The bias produced by the controlled processor does 
not exceed that of a free running processor for any normalized 
sample interval. 

Another result of interest is the effect of limited system speed 
on the velocity bias produced by a sample and hold processor. 
When the system speed is such that some realizations are not 
accepted, the data processing will be the same as with a con
trolled processor with Ts set by the system speed, followed by 
a sample and hold processor. 

For the case where Ts/rm > 5 the data to the sample and 
hold processor will be essentially equispaced and, therefore, 
each realization will be equally weighted. The result will then 
be the same as for a controlled processor which is seen from 
Fig. 2 to be equivalent to a sample and hold processor with 
no limitation in system speed. When Ts/rm < 5, not all sample 
intervals will contain a measurement. Therefore, the next par
ticle, [/,, to be measured after a blank interval will have 7}_ i 
> Ts and as mentioned previously, equation (l) will no longer 
hold. If, however, the particle is, in addition, accepted once 
for every blank interval of duration Ts before it, equation (l) 
would hold. It can be shown that this is achieved when either 
arrival time weighting or the sample and hold processor is 
applied to the output of the controlled processor. Therefore 
the resultant statistics are again equivalent to a sample and 
hold processor without system speed limitations. The results 
of a sample and hold processor should, therefore, be unaf
fected by the controlled processor effect of a system with a 
limited sampling speed. 

Equipment and Instrumentation 
LDA measurements were made in a 15.79 mm diameter 

axisymmetric steady air jet at a distance of x/d= 30 from the 
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exit plane on the centre line. The LDA used was a TSI system 
measuring one velocity component in the streamwise flow di
rection with an effective frequency shift of 5 MHz and counting 
eight cycles per burst. Measurements were taken at integral 
scale data densities from Tu/rm = 56 to TU/T„, = 0.1. 

The output of the processor was sampled by the computer 
interface at 10.417 kHz, with the computer recording the ve
locity of the first particle to arrive in the previous 96 jts and 
its arrival time to a 6 /xs resolution. The low integral scale data 
density measurements consisted of a minimum of approxi
mately 10 000 stored realizations while up to 300 000 points 
were stored for the higher integral scale data density meas
urements with record lengths being 180 s and 30 s, respectively. 

The data were subsequently processed using a computer to 
simulate the controlled processor. Ts could be varied within 
the sampling software to be any multiple of 96 /*s. By using 
this method of sampling, the first validated realization after 
the beginning of a sample interval is always accepted, giving 
statistics identical to a typical controlled processor with hard
ware controlled sampling periods. Further, direct comparisons 
could be made with the sample and hold, arrival time, and 
free running processors by applying them to the identical raw 
data. 

The controlled processor, particularly at long normalized 
sample intervals, accepts only a small percentage of the avail
able measurements requiring very long signals to produce good 
statistical averages. The amount of data required was reduced 
by processing the available data a number of times for different 
values of A 7^. As the expected statistics are the same for all 
values of ATS this does not affect the expected result other 
than to reduce the statistical scatter. 

Because of the limited sampling rate of the processor/com
puter interface it was not possible to simulate a perfect free 
running processor. At higher data rates some measurements 
would be lost in the interface. Only when TS/T,„ < 0.05, where 
Ts= 1//V3max, are the results identical to an infinitely fast, free 
running processor. It is clear that the free running processor 
used with this system is in fact a controlled processor with 
7 > 9 6 A I S . 

Error Analysis 
Experimental errors in the LDA measurements have been 

quantified in three parts. The first part is due to fluctuations 
in the mass flow rate. The flow was regulated by monitoring 
the static pressure upstream of the nozzle contraction and 
manually adjusting a flow regulator valve. Including the effects 
of calibration drift of the manometer, this allowed an accuracy 
of ±4 Pa in the static pressure giving an error of ±0.25 percent 
in the velocity. The second error source to be investigated was 
the error in the individual burst measurements which can be 
attributed mainly to the limited digital resolutions of the signal 
processors. This resolution is typically less than 0.5 percent of 
the measured velocity. Since a large number of samples are 
used, any effect on the mean velocity will be the same for each 
data set and is, therefore, not relevant. 

The third error source is introduced by the limited number 
of independent samples of the velocity. This can be brought 
about by too few LDA realizations or by too short a sample 
time. George (1979) showed that a time spacing of 2TU is 
required between measurements for the samples to be inde
pendent and produced an equation for the variance of the 
estimated mean which incorporates both the signal length and 
number of samples: 

oi/Z72=2r„/r(i + \/(2TUNM°V/U)2 (io) 
where T is the total sample length of the signal, ou is the true 
rms of the velocity signal, and am is the standard deviation of 
the measured value of the mean velocity. Therefore, for a given 
sample length, decreasing N^' below 2TU does not decrease 

predicted Max. Bias 

p 

=: 
J=> 
& 
> 

& 
« m 

N 

m 
h 
n <L 

0.80 

0.60 _ 

0.40 _ 

0.20 

•1.50 -1.00 -0.50 0.00 0.50 1,00 1.50 2.00 

Integral Scale Data Density log10(Tu/xm) 

Fig. 3 Comparison of predicted bias with experimental data. 
• - sample and hold processor; A - arrival time weighting processor; 
x - controlled processor, Ts lrm = 0.043; sample and hold model 
(from Fig. 2) 

the statistical scatter. Similarly, for a fixed number of velocity 
realizations, increasing the length of a sample such that rm » 
2TU will not significantly improve statistical scatter. When the 
experimental data were inserted into equation (10), the stand
ard deviation of the estimated mean velocity ranged from 0.17 
to 0.35 percent of the mean. The total error for the measure
ments was determined by the root mean square of the individual 
errors and the 95 percent confidence interval. This produced 
an experimental uncertainty ranging from ±0.45 to ±0.7 per
cent of the mean velocity with an average of ±0.52 percent. 
This error is shown on the figures. 

Results and Discussion 
The integral time scale of the flow was determined using the 

slotted time approach, Adrian and Yao (1987). This was de
termined to be 2.3 ms which agreed closely with Tu determined 
using a hot-wire velocity trace from the same flow. 

Figure 3 shows normalized errors in the mean velocities for 
a range of integral scale data densities. The rate corresponding 
to the maximum interface rate, jV3maxT'„, is also shown. The 
sample and hold and arrival time weighting results show no 
significant differences and compare well with the bias predicted 
with the model. As expected, the results of the free running 
processor show a constant value up to T ,„/rm=1.65 corre
sponding to a data rate of approximately 720 samples/s and 
a normalized sample period of Ts/rm = 0.07. Above this data 
rate, the normalized sample period increases and the velocity 
bias drops, approaching the unbiased limit. For Ts/rm > 5 
and all integral scale data densities, the controlled processor, 
when averaged over all A 7^ gave results identical to the arrival 
time weighted results and are not shown separately on Fig. 3. 

The effect of the normalized sample interval on velocity bias 
at fixed data density can be seen in a plot of measured mean 
velocity, Fig. 4. The raw data from a measurement with an 
integral scale data density of 0.75 shown in Fig. 3, were pro
cessed with a controlled processor for a range of normalized 
sample periods. These were plotted together with the sample 
and hold and arrival time weighting results from Fig. 3. As 
the sample interval increases the controlled processor results 
drop from a maximum value to become identical to the arrival 
time weighting. There is very little scatter in these results as 
they all originate from the same raw data and have been av
eraged over a range of values of ATS. 

The highest integral scale data density sample and hold meas
urement of Fig. 3 was considered to give the actual mean and 
rms of the flow and was used in the controlled processor model 
together with an assumed Gaussian velocity distribution to 
predict the results of the controlled processor for the range of 
normalized sample intervals presented in Fig. 4. The models 
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show a smooth transition of the controlled processor results 
from the free running to the sample and hold processor results 
as the normalized sample interval is increased. The theoretical 
predictions for the sample and hold bias and maximum bias 
compare well with the experimental results and are within the 
uncertainty limits. Similarly, the controlled processor model 
and experimental results compare well, verifying the smooth 
transition of controlled processor results from sample and hold 
results for Ts/rm > 5 to free running processor results for TJ 
T,„ < 0.05. Due to the small error in the sample and hold result 
from Fig. 3, a corresponding offset in the experimental con
trolled processor results compared with the predicted results 
is evident in Fig. 4. 

The above results and discussion lead to the conclusion that 
the bias mechanism associated with the integral scale data 
density is completely independent of the mechanism associated 
with the normalized sample interval. The former mechanism 
is the real statistical velocity bias and is dependent on the 
integral scale data density while the latter mechanism is purely 
a sampling phenomenon and can be completely avoided by 
sampling at the correct rate. This would indicate that the ratio 
Ts/Tu used by previous authors, Edwards (1981) and Erdmann 
and Tropea (1981, 1984), is not a fundamental independent 
parameter in determining bias. If both Tshm > 5 and TU/T,„ 
> 5, no velocity bias will exist whatever the ratio of Ts/Tu. 
That is, neither the case of Ts/rm » 5 and Tuhm > 5 nor 
Ts/rm > 5 and TJrm » 5 would produce bias. 

In Fig. 5 the results of the controlled processor model have 
been replotted to show the normalized velocity bias parameter 
as defined by Erdmann and Tropea (1981, 1984) and used in 
their theoretical analysis of the controlled processor. These are 
compared with the results of the Erdmann and Tropea (1981, 
1984) model and three sets of the present experimental results 
at different values of Ts/Tu. There is good agreement between 
the two models at Ts/Tu = 0.1 although the Erdmann and Tro
pea model does not quite reach a value of unity at a data 
density approaching zero as the new model does. Experimental 
results for ratios of Ts/Tu = 0.043 and 0.17 follow both models 
well although scatter prevents firm conclusions to be drawn 
regarding the limiting value of bias at low Tu/rm. However, 
at Ts/Tu= 10, the experimental results and the prediction of 
the model proposed in this paper agree well but diverge sig
nificantly from the result of the model proposed by Erdmann 
and Tropea (1981, 1984). The latter model predicts that bias 
for Tu/rm—0 will be small and will approach zero if the ratio 
Ts/Tu approaches infinity. The new model and the experi
mental results would indicate that for TU/T„,-~0 the normalized 
bias approaches unity for all values of Ts/Tu. Although the 
maximum ratio of Ts/Tu reached was over 300, no evidence 
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could be found to substantiate the conclusion reached by Erd
mann and Tropea (1981, 1984) that large 7; and low data 
density (one shot processor) will produce no bias. 

Having an understanding of the velocity bias characteristics 
of the controlled processor in relation to the sample and hold 
processor allows a correct decision to be made regarding which 
processor is most suited for a particular application. Whereas 
the sample and hold processor allows a higher rate of meas
urement, useful for spectral analysis, Adrian and Yao (1987), 
and producing lower statistical scatter in measurements of 
limited sample time, the controlled processor (with Ts/rm > 
5) which does not require as sophisticated a data processing 
system, will not produce a larger velocity bias for a given data 
density. The controlled processor has a simpler algorithm and 
does not require any interarrival time information. By match
ing the sample interval time to the speed of the data reduction 
system used, measurements may be made in real time, avoiding 
the necessity to store the raw data and reprocess it. 

Conclusions 
This work has shown that the velocity bias of a controlled 

processor can be comprehensively modelled using the model 
for the sample and hold processor, Winter et al. (1991). A new 
approach was taken in that the bias effects of the integral scale 
data density were separated from the bias effects of the nor
malized sample interval. These were found to be independent 
mechanisms of bias. 

For a controlled processor to produce results free of velocity 
bias, two criteria must be met: 

1. TJrm > 5 

2. Ts/Tm > 5 

For the case when TJrm > 5 the controlled processor pro
duces no bias when Ts/rm > 5. It produces a maximum bias 
when Ts/rm < 0.05 which is the same as that produced by a 
free running processor. Given that the two criteria stated above 
are met, there will be no velocity bias regardless of the ratio 
of Ts/Tu. 

It was found that for a given integral scale data density, 
velocity bias reaches a minimum when Ts/rm > 5. This value 
is identical to the bias associated with a sample and hold pro
cessor at the same data density. A practical consequence of 
this is that the sampling rate of the velocity realizations may 
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be reduced to match the data processing system speed without 
sacrificing accuracy. Also, the maximum bias is identical to 
the bias produced by a free running processor and is reached 
when TS/T„, < 0.05. Therefore, a free running processor may 
be defined as a controlled processor with a normalized sample 
interval less than 0.05. 
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A Method for Correcting Wall 
Pressure Measurements in 
Subsonic Compressible Flow 
A theoretical and experimental investigation has been made of the static pressure 
hole problem in subsonic flow. Thanks to a linearization, the effects of the boundary 
layer, of the velocity gradient and of the wall curvature could be separated so that 
a formula of correction containing three influence functions has been obtained. 
These functions were determined in the case of practical requirements by means of 
experiments made on appropriate models for two values of the depth-to-diameter 
ratio and for at least three values of the Mach number. Then, the method of correction 
has been applied to the flow around an airfoil at zero angle of attack. 

1 Introduction 

The wall pressure in a flow is usually obtained by means of 
a hole drilled in the wall and connected to a manometer. The 
presence of a hole, however small, disturbs the local flow and 
thus the registered pressure is not the true static pressure. The 
magnitude of the error is small but it can have important 
consequences: that is the case when the pressure distribution 
is used to determine a small quantity such as the drag coefficient 
of a slender body. 

This problem has already been investigated on several oc
casions, mainly in turbulent pipe flow (Franklin and Wallace, 
1970; Livesey et al., 1962; Myadzu, 1936; Ray, 1956; Shaw, 
1960). Some experiments have also been made in high speed 
flow (Flack, 1978; Morrisson et al., 1966; Moulden et al., 1977; 
Pugh et al., 1970; Rainbird, 1967; Rayle, 1949). 

As there are many discrepancies between these various results 
and the empirical correction formulae which are proposed are 
only valid under particular circumstances, one may consider 
the problem as still unsolved. Therefore, a research supported 
by the French Ministry of Defense has been undertaken, so as 
to provide a universal method of correction. 

In 1984, the case of steady incompressible flow has entirely 
been solved for some values of the depth to diameter ratio 
h/d (Ducruet, 1983; Ducruet and Dyment, 1984). The aim of 
the present research is to extend the universal method of cor
rection previously presented to subsonic compressible flow. 

2 The Theoretical Approach in Subsonic Compressible 
Flow 

We recall here the principle of the method of correction 
which has been presented in a previous paper (Ducruet and 
Dyment, 1986). As the properties of the fluid in the vicinity 
of the orifice can result from different flows, we have to con
sider the problem from a local point of view. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 20, 1989. 

Let Pd be the pressure measured at the orifice of diameter 
d and p0 the true pressure corresponding to d = 0. The flow 
is assumed to be steady, two dimensional, and adiabatic. Let 
x be the curvilinear abscissa along the wall, h the depth of the 
orifice, dc the diameter of the cylindrical cavity located behind 
the orifice, ue, pe, pe, ve, and Me the velocity, density, pressure, 
kinematic viscosity, and Mach number outside the boundary 
layer, ue the external velocity gradient, 9 the momentum thick
ness of the boundary layer and 7 the specific heats ratio. 

A dimensional analysis shows that the error Pa-Po 

1 2 

function of 
Ugd ue Me and 7, both in laminar 

^ d d_ h dc 
pe ' C ' D' 6' d' d 

and in turbulent flow. 
A more detailed analysis of the phenomenon and some ex

perimental results have shown that the hole Reynolds number 
can be disregarded (Ducruet, 1983; Ducruet and Dyment, 1984). 
If it is assumed that the specific heats ratio 7 is constant, one 

(h , dc 
obtains for geometrically similar orifices I - and — 

constant 1: 

Pd-Po 
1 2 

= + 
ued d d 

u„ D 6 
(1) 

ued , d 
As the dimensionless parameters —*- and — are generally 

ue D 
small, we can do a partial linearization, so that 

Pd -Po ^ >*e d _ d 
ue D 

(2) 

;Pe"e 
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where F, Gv, and Gc depend on - , on the nature of the boundary 
6 

layer, whether laminar or turbulent, and also on the local Mach 
number M„. 

For d « 9, F can be expanded and the previous formula 
can be written: 

Pd-Po , d Ued d 

1 2 6 ue D 
Z PeUe 

(3) 

On the other hand, for d » 6, the function F can be 
restricted to its asymptotic value, say Fu so that we obtain: 

Pd-Po „ , j Ued d 

1 2 ue D 
-^PeUe 

(4) 

Thanks to the linearization, all the coefficients Ie, Fu Im Ic, 
Jv, and Jc depend on the Mach number, but only Ie and Ft 
depend on the nature of the boundary layer. 

3 Experimental Methods 
3.1 The functions F, G„, and Gc can only be determined 

experimentally. From a practical standpoint, for an airfoil, 
the velocity gradient and the wall curvature interfere only in 
the vicinity of the leading edge where the boundary layer is 
generally laminar and where 6 is not large in comparison with 
d. On the other portion, which is the major part of the airfoil, 
only the influence of the boundary layer has to be taken into 
account. As a consequence, the knowledge of the asymptotic 
values Jv and Jc is sufficient to determine the effect of the 
velocity gradient and of the wall curvature. The function F 
has to be determined both in laminar and turbulent flows, but 
there is no need to determine the coefficient Ig, because the 
case d « 8 is rarely met on an airfoil in compressible flow. 

3.2 The experiments have been conducted in a continuous-
running wind tunnel of section 150 x 200 mm2. All the models 
are equipped with holes of depth to diameter ratio equal to 1 
or 3. The cavity behind the pressure hole is cylindrical and the 
diameter dc is much larger than d in order to eliminate the 

influence of —. The holes have their axis normal to the wall 
d 

and the quality of the boring was carefully examined using a 
microscope magnifying 50 times and providing d with an ac
curacy of 10"2 mm. 

The values of the diameter d have been selected so that a 
large range of the dimensionless parameters could be covered. 

As the pressure error to be detected is very small, it must 
be estimated by differential measurements between a reference 
hole and other ones situated on the same generatrix of the 
model. These differential readings have been achieved with an 
accuracy of 2 x l 0 ~ 2 mm of water by "Debro Miniscope" 
manometers. The reference pressure is measured using a mer
cury manometer and a cathetometer. In that way, we obtain 

— for each value of the diameter, p,- being the stagnation 
Pi 
pressure. Then, the extrapolation to d = 0 of the plots of 

As the two curves — versus d provides the true value —. 
Pi Pi 

h . , h . 
corresponding to - = 1 and - = 3 must give the same ex-

d d 
trapolated value, the process is quite accurate. Next, the meas
urement of the stagnation temperature 7} allows the calculation 
of pe and ue so that we obtain the dimensionless error 
Pd-Po 
1 2 
-^PeUe 

for each value of JVL 

4 Influence of the Boundary Layer 
The function F must be determined in a flow without any 

velocity gradient or curvature. The chosen model was a flat 
plat at zero angle of attack, 500 mm long and 18 mm thick; 
its leading edge is such that the velocity gradient is positive 
and vanishes after a distance of about 100 mm. A housing is 
hollowed in the central part in order to receive elements 
equipped with 6 rows of orifices located between abscissae £ 
= 115 mm and £ = 310 mm. 

The tests were realized at Me equal to 0.44, 0.68 and 0.85. 
The boundary layer was tested using a small total-pressure 
probe. 

The final results, including the incompressible case, are sum
marized in Figs. 1 and 2. These results have already been given 
by Ducruet and Dyment (1986). 

Nomenclature 

CD = section drag coefficient, 

("I c 4 
\ ^profile ' / 

d = diameter of an orifice 
dc = diameter of the cavity at the back of 

the orifice 
D/1 = radius of curvature of the wall 

F = influence function of the boundary 
layer 

Gv = influence function of the velocity gra
dient 

Gc = influence function of the wall curva
ture 

h = depth of an orifice 
Ie, Iv, Ic, Fu Jv, Jc = particular values of the influence 

functions 
Cp = pressure coefficient 

P-P^ 
~1 

/ = model chord 

Subscripts 

M = Mach number 
p = pressure 
u = velocity 
x = curvilinear abscissa along the stream

line at the wall 
0 = boundary layer momentum thickness 
ix = viscosity 

£, rj = distances from the leading edge in the 
body fixed axis system 

p = fluid density 

d = referring to the hole of diameter d 
0 = referring to the flow in the absence 

of the hole (d = 0) 
e = referring to the local flow outside the 

boundary layer 
oo = referring to the upstream conditions 

/' = referring to the stagnation conditions 
x = derivative with respect to the curvilin

ear abscissa 
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d / e 
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0 10 20 

Fig. 1 Influence of the laminar boundary layer 

It appears that F is an increasing function both of - and 
6 

Me. The error is larger in the case of the turbulent boundary 
h . . . h layer and it is more important for -
a 

1 than for - = 3. 
a 

The effect of Me is more important in laminar than in tur
bulent flow. 

For all the values of Me and for the two ratios h/d, the 
asymptotic value F\ is reached for d « 80 in the laminar case 
and d « 150 in the turbulent case. Figures 3 and 4 give F\ as 
a function of the Mach number Me. 

A comparison may be made to some tests reported by 
h 

Moulden et al. (1977), which have given FY = 0.020 for - = 
d 

2.8 and Me = 0.8 in turbulent flow. 

5 Influence of the Velocity Gradient and of the Wall 
Curvature 

5.1 The coefficient Jv has been estimated on wedges in 
order to cancel the curvature effects. Measurements give access 

to Fi + /„ - £ r - and, as Ft is already known, /„ can easily be 
ue 

deduced. 
Two wedges of angle 60 and 90 deg have been tested in order 

to cover a large range of variation of -**-. 

On one side the models are hollowed to receive interchange
able elements containing two rows of orifices located at the 
stations x = 18 mm and x = 30 mm. On the other side they 
are equipped with some holes used to determine the velocity 
gradient and the parameter 8. Several pairs of identical pressure 
taps located on either sides are used to check the symmetry of 
the flow. 

The Mach numbers we have tested were 0.40, 0.50 and 0.65; 

a h/d = 1 
• h/d = 3 

incompressible 

F 
0.02. , * « = = 

0.00 I ,_ 

M e =0.85 

S ffl A 
-m m— 

d / f 
0 10 20 

Fig. 2 Influence of the turbulent boundary layer 

0.02 

0.01 ! • 

0.00 
0. 0.5 1. 

Fig. 3 F, in laminar flow 

0.02 

0.01. 

0.00 

f1 

Jf 

9 h/d = 1 
• h/d = 3 

Me 

0. 0.5 1. 

Fig. 4 F̂  in turbulent flow 

the last one is the largest value which can be realized in our 
wind tunnel because of the blockage. 

The results are gathered in Figs. 5 and 6. 
As we can see, the linear formula is quite appropriate: straight 

lines are obtained with a slope /„ intersecting the d = 0 axis 
at the laminar value Ft previously determined. 

The values of /„ are given later. 
5.2 As for the influence of the wall curvature, two cylinders 

of diameter 20 mm and span 150 mm were used. Four orifices 
are drilled on a generatrix of each cylinder. Experiments were 
made for azimuths between 20 and 50 deg. 

As - is always large, the measurements provide the complete 

formula (4). 
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Fig. 5 Influence of the velocity gradient hid = 1 
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0.00 0.01 0.02 0.03 

Fig. 6 Influence of the velocity gradient hid 
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Fig. 7 Influence of the wall curvature h/d = 1 

Fig. 8 Influence of the wall curvature h/d = 3 
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Fig. 9 Influence of M„ on J„ 
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Fig. 10 Influence of Me on Jc 

For Me lying between 0.40 and 0.65, F\ and /„ are known, 
so that Jc can be obtained by subtraction. For Me = 0.75, 
only F\ is known; Ju and Jc can be considered as unknowns 
in equation (4) and their values can be deduced from experi
ments. Finally, Jc can be calculated from Figs. 7 and 8, where 

r d • ., d 

1 + c n 1S r e P r e s e n t e d versus —. 
It can be seen that Jc has negative values. 
Figures 9 and 10 show the dependence of /„ and Jc on Mc. 

The value corresponding to Me = 0 is reported from a previous 
work (Ducruet, 1983). 

On the whole, it appears from these tests that the differences 
with the incompressible flow become significant only when 
approaching the transonic regime. 

It must be noticed that experimental verifications have shown 

the linearized formulae to be valid for - S c - < 0.15 and — < 
ue D 

0.10. 

6 Application to an Airfoil 
In order to illustrate the magnitude of the error, the previous 

method has been applied to the flow around a NACA 0012 
airfoil at zero angle of attack and Reynolds number based on 
the chord equal to 1.1 106. For that, we have used experimental 
results already obtained by Dyment and Gryson (1971) on a 
model of chord 80 mm equipped with 36 orifices and at an 
upstream Mach number of 0.6. The holes are 0.2 mm in di
ameter, but the ratio - is not known precisely; its value lies 

between 1 and 3. 
The radius of curvature, the boundary layer and the velocity 

gradient have been calculated. The results indicate that up to 
x d 
- » 20 percent the boundary layer is laminar and - is always 
/ 6 
larger than 8. 

On the remaining of the model, - decreases and becomes 
0 

equal to 0.9 at the trailing edge. 
The velocity gradient and the wall curvature interfere up to 

x , ue d . , 
- « 6 percent. Moreover, the parameter —*- is always smaller 
/ He 
than 0.17 which represents the limit of validity of the linearized 
formula (Ducruet, 1983). 

As a consequence, the full formula (4) has to be applied 
x 

from the leading edge to - « 6 percent. On the remaining part 
of the airfoil, the error is reduced to F. As h/d is uncertain, 
we have calculated the correction both with h/d = 3 and h/ 
d = 1. 

The knowledge of the nondimensional error leads to the true 
Po~P« pressure coefficient Cpo -
1 

-. Afterwards, the actual pres

sure drag coefficient Coo is calculated by integration of Cp0 

and then compared with the drag CD deduced from the meas
ured pressures: it has been found that CD is about 8 percent 
larger than Cm for h/d = 3 and 11 percent for h/d = 1. It 
can be anticipated that the correction will be more severe with 
nonzero angle of attack. 

1 Conclusion 
The present study furnishes a complete knowledge of the 

hole-pressure error for values of local Mach numbers up to 
0.75, whereas the effect of the boundary layer has been eval
uated up to Mc = 0.85. These results allow the correction of 
numerous experiments on airfoils in subsonic flow. 

As for the influence of compressibility, the experiments in
dicate that the results obtained in incompressible flow are still 
valid as long as the local Mach number remains lower than 
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about 0.40. However the effects of the Mach number become 
significant when approaching the transonic regime. 

It must be noticed that the method of correction is not very 
easy to use because it requires the calculation of D, ue, ue , 6, 
and Me. In wind tunnel experiments, the velocity ue is obtained 
with sufficient accuracy from the local pressure measurement 
and the stagnation conditions, under the assumption of is-
entropic flow. The values of the radius of curvature and of 
the velocity gradient may easily be calculated by a least squares 
fit of some appropriate spline function to the body coordinates 
and to the measured external, velocity. The boundary layer 
momentum thickness 6 may be obtained with a good enough 
precision by an integral method, using the measured pressure 
distribution. It is obvious that the major difficulty is the de
termination of the location of an eventual transition. However 
the interest of the method is well exemplified by the results 
for an airfoil where the pressure drag magnitudes obtained by 
integrating the raw and the corrected pressures are significantly 
different. 

Finally, it must be emphasized that this method is to be 
applied only when measurements are accurate enough for the 
experimental uncertainty to be smaller than the error! 

Acknowledgments 
The author is especially grateful to Prof. A. Dyment who 

stimulated and encouraged her efforts in carrying out the pres
ent work. 

Special thanks go to the O.N.E.R.A. and the Direction des 
Recherches, Etudes et Techniques, Ministere de la Defense, 
France, for support to this work. The author expresses her 
sincere thanks to J. P. Flodrops for his valuable help in the 

experimental part and to J. Pruvost for his assistance in pre
paring the drawings. 

References 
Ducruet, C , 1983, "Determination exacte de la pression parietale dans un 

ecoulement," These de doctorat d'etat, Universite de Lille. 
Ducruet, C , and Dyment, A., 1984, "The Pressure Hole Problem," J. Fluid 

Mech., Vol. 142, pp. 251-267. 
Ducruet, C , and Dyment, A., 1986, "A Method for Correcting Wall Pressure 

Measurements in a Flow," ASME Winter Annual Meeting, Anaheim, Ca., Nov. 
Dyment, A., and Gryson, P., 1971, "Etude en ecoulement plan subsonique 

et transsonique du profil," NACA 0012-Transition libre, Rapport IMFL n° 1046 
SR. 

Flack, R. D., 1978, "Static Pressure Hole Errors in Transonic Flow with 
Pressure Gradient," ISA Trans., Vol. 17, pp. 89-95. 

Franklin, R. E., and Wallace, J. M., 1970, "Absolute Measurement of Static 
Hole Error Using Flush Transducers," J. Fluid Mech., Vol. 42, pp. 33-48. 

Livesey, J. L., Jackson, J. D., and Southern, C. J., 1962, "The Static Hole 
Error Problem," Aircraft Engng, Vol. 34, pp. 43-47. 

Morrisson, D. F., Sheppard, L. M., and Williams, M. J., 1966, "Hole Size 
Effect on Hemisphere Pressure Distributions," J. R. Aero Soc, Vol. 71, pp. 
317-319. 

Moulden, T. H., Wu, J. M., Collins, F. G., and Ramon, H. J., 1977, "Ex
perimental Study of Static Pressure Orifice Interference," Arnold Eng. Dev. 
Center Tr 77,57. 

Myadzu, A., 1936, "Uber denEinflu/3der Bohrungenauf dieDruckanzeige.," 
Ing. Arch., Vol. 7, pp. 35-41. 

Pugh, P. G., Peto, J. W., and Ward, L. C , 1970, "Experimental Verification 
of Predicted Static Hole Size Effects on a Model With Large Streamwise Pressure 
Gradients," NPL Aero Rep. 1313 ARC 31, 900. 

Rainbird, W. J., 1967, "Errors in Measurement of Mean Static Pressure of 
a Moving Fluid Due to Pressure Holes," DME/NAE Q. Bull., Vol. 3, pp. 55-
89. 

Ray, A. K., 1956, "On the Effect of Orifice Size on Static Pressure Reading 
at Different Reynolds," Transl. in ARC Rep. TP 498. 

Rayle, R. E., 1949, "An Investigation of the Influence of Orifice Geometry 
on Static Pressure Measurement," M.S. thesis MIT. 

Shaw, R., 1960, "The Influence of Hole Dimensions on Static Pressure Meas
urements," J. Fluid Mech., Vol. 7, pp. 550-563. 

If you are planning 
To Move, Please 
Notify The 

ASME-Order Dep't 
22 Law Drive 
Box 2300 
Fairfield, N.J. 07007-2300 

Don't Wait! 
Don't Miss An Issue! 
Allow Ample Time To 
Effect Change. 

Change of Address Form for the Journal of Fluids Engineering 

Present Address - Affix Label or Copy Information from Label 

Print New Address Below 

Name 
Attention. 
Address _ 
City . State or Country. .Zip. 

260 /Vo l . 113, JUNE 1991 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L. d'Agostino1 
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A Cavitation Susceptibility Meter 
With Optical Cavitation 
Monitoring—Part One: Design 
Concepts 
This work is concerned with the design of a Cavitation Susceptibility Meter based 
on the use of a venturi tube for the measurement of the active cavitation nuclei 
concentration in water samples as a function of the applied tension. The operation 
of the Cavitation Susceptibility Meter is analyzed and the main considerations leading 
to the proposed design are illustrated and critically discussed. The results of this 
analysis indicate that the operational range is mainly limited by nuclei interference, 
flow separation and saturation (choking), and suggest to develop a Cavitation 
Susceptibility Meter where: (a) the flow possesses a laminar potential core through
out the venturi throat section in all operational conditions; (b) the pressure at the 
venturi throat is determined from the upstream pressure and the local flow velocity; 
(c) the detection of cavitation and the measurement of the flow velocity are carried 
out optically by means of a Laser Doppler Velocimeter; (d) a custom-made electronic 
Signal Processor incorporating a frequency counter is used for real time data gen
eration and temporary storage; (e) a computerized system performs the final ac
quisition and reduction of the data. 

1 Introduction 
It has long been recognized (Knapp et al., 1970) that the 

occurrence of cavitation is controlled by weak spots, generi-
cally called "nuclei", which act as preferential points for the 
onset of liquid rupture and significantly reduce the tensile 
strength of the liquid. The inception, development, and scaling 
of cavitation are greatly influenced by the concentration of 
cavitation nuclei which become active at a given pressure level. 
The problem of cavitation nuclei detection has received con
siderable attention in view of the importance of cavitation in 
a wide variety of technical applications (Billet, 1986; Billet, 
1985). Photography, holography, acoustical and optical scat
tering, Coulter Counters and acoustical attenuation have all 
been used in the past to detect cavitation nuclei and measure 
their size concentration distribution. However, the tensile 
strength of all kinds of nuclei except microbubbles is not di
rectly related to their size and therefore little quantitative in
formation can be obtained from the above methods on the 
critical tension which makes each nucleus unstable, as required 
for cavitation studies. This limitation is overcome in Cavitation 
Susceptibility Meters (CSM), instruments first proposed by 
Oldenziel (Oldenziel, 1982a; Oldenziel, 1982b), where cavi
tation occurring in the internal flow through a venturi tube is 
directly monitored. Ideally, if the size of the venturi throat 
region and the nuclei concentration are sufficiently small, each 

Now at the Dipartimento di Ingegneria Aerospaziale, Universita di Pisa, 
56126 Pisa, Italy. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENOINEERING. Manuscript received by the Fluids Engineering Division 
July 20, 1989. 

nucleus can cavitate individually in carefully controlled con
ditions and the concentration of active cavitation nuclei at any 
given pressure can be directly measured. In the CSM developed 
by Oldenziel cavitation takes place in a glass venturi and is 
detected optically, while in other applications (Lecoffre and 
Bonnin, 1979; Le Goff and Lecoffre, 1983; Shen et al., 1984) 
stainless-steel venturi tubes are used and cavitation bubbles 
are recognized acoustically from the noise generated by their 
collapse. 

Mutual interference between cavitation nuclei and saturation 
(chocking) in the venturi throat at high nuclei concentration 
modify the pressure with respect to its steady noncavitating 
value and limit the useful operational range of CSM's. Flow 
separation in the dif fuser and the occurrence of sheet cavitation 
in the throat section of the venturi tube due to the higher 
susceptibility of surface nuclei with respect to free stream ones 
also represent possible causes of malfunction in CSM's. As 
shown later in this paper, these difficulties are quite severe and 
must be carefully controlled by proper design of the CSM. On 
the other hand, the main advantages of CSM' consist in the 
capability of measuring the nuclei critical tension and concen
tration directly (thus eliminating the problem of the uncertain 
behavior of particles as cavitation nuclei), in the relative speed 
and convenience of data analysis and in the absence of limi
tations on the minimum size of cavitation nuclei that can be 
detected. These distinct advantages make CSM's an attractive 
alternative to other nuclei detection techniques for the purpose 
of cavitation research. The present study is part of our current 
work on this subject (d'Agostino, 1987; d'Agostino etal., 1989) 
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Fig. 1 Geometry and nomenclature of axisymmetric CSM venturi duct 

and reports the main considerations leading to the design of 
the CSM recently developed at the California Institute of Tech
nology. For conciseness the implementation and operation of 
the whole system are described in detail in a companion paper 
(d'Agostino and Acosta, 1991). 

2 Bubble Dynamics and Venturi Geometry 
The configuration of the axisymmetric CSM venturi pipe 

considered in the present study in shown in Fig. 1. The flow 
originates from the far field on the left (subscript 0), repre
senting the sampled liquid, passes through the venturi and 
finally reaches the exhaust region on the right. Both the up
stream and downstream conditions are supposed to be inde
pendent on time /. Let x be the space coordinate along the 
venturi centerline. A volume flux q(t) of liquid with density 
p and kinematic viscosity v flows with average axial velocity 
u(x, t) through the venturi of local diameter D (x) and cross-
sectional area A (x) = icD2'(x)/4. The venturi duct is divided 
in five segments: a cylindrical inlet (subscript i), a contraction 
(subscript c), a cylindrical throat (subscript t), a diffuser (sub
script d), and a cylindrical exhaust (subscript e). The length 
L of each segment of the duct is shown in the same figure; 
the inlet contraction area ratio is: Cc = At/A; and the diffuser 
expansion area ratio is: Ce = Ae/A,. 

By means of various assumptions and approximations, a 
simplified model can be derived which adequately represents 
the operation of CSM's in terms of a limited number of relevant 
parameters (see Fig. 2). The investigation of their mutual re
lations leads to a functional description of CSM operation 
which enables one to address the problem of their design in a 
systematic and organic way. 

In cavitation research literature the liquid quality of a sample 
is usually expressed by means of the nuclei number concen
tration density distribution: N(R0) = -dn(Ro)/dR0, where 
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Fig. 2 Block diagram of CSM parameters 

n (R0) is the number concentration of nuclei whose equilibrium 
radius is not smaller than R0. The nuclei number distributions 
of water samples of technological interest spread in practice 
over a very large range and in most cases approximately follow 
a hypergeometric distribution (Bader, 1970). Here, for sim
plicity, we assume N(R0) = KN/R\ and therefore n(R0) = 
KN/2R\, with KN = 10"' m"1. This value is generally repre
sentative of the data from technical waters reported in the 
literature for the radius range from 10 to 100 /xm considered 
in this analysis (O'Hern et al., 1988). However, errors by an 
order of magnitude on both sides are quite possible in practice 
because of the large dispersion of liquid quality data reported 
in the literature. 

Bubble dynamics closely models cavitation from any kind 
of nuclei as the cavity grows bigger than the original nuclei 
size. We thus assume for simplicity that all the nuclei consist 
of equilibrium gas bubbles, whose critical tension with respect 
to quasi-static mechanical stability (Knapp et al., 1970) is ex
pressed by: 

\ "1 -1/2 
P0-Pv\ 

(Pv~P)cr = 
4S 

3i?n 
3 1 + 

2S/R0 
(1) 

A 
Cc 

Ce 

CPe 

D 
dx, dy, dz 

f 

ID 

KN 

L 

h 

= cross-sectional area 
= venturi contraction coef

ficient 
= venturi expansion coeffi

cient 
= exhaust pressure coeffi

cient 
= venturi diameter 
= principal axes of the 

LDV focal ellipsoid 
= frequency, focal length, 

probability density distri
bution 

= Doppler frequency or its 
data value 

= nuclei number distribu
tion parameter 

= length 
= detection length of a 

bubble or cavitation nu
cleus 

m 
n(Pi) 

n(R0) 

N 
N{R0) 

P 
Pb 

Pg 

Pt 
Pu 
Pr 

Q 

= index of refraction 
= concentration of nuclei 

with critical pressure not 
smaller than p, 

= concentration of nuclei 
with equilibrium radius 
not smaller than R0 

= integer number 
= nuclei number concentra

tion density distribution 
= pressure 
= bubble external far field 

pressure 
= bubble noncondensable 

gas pressure 
= venturi throat pressure 
= venturi upstream pressure 
= probability 
= volume flux, Gaussian 

beam complex parameter 

R = 

\/R = 

Rf = 

l/Rr = 

Re 
s 

S/r 
s 
t 
tf 

T 
T 
1 g 

u 

radius, bubble or cavita
tion nucleus radius 
laser beam wave front 
curvature 
detection radius of a 
bubble or cavitation nu
cleus 
laser beam wave front 
curvature at the LDV fo
cal point 
Reynolds number 
LDV beam semi-separa
tion 
fringe spacing 
surface tension 
time 
detection time of a bub
ble or cavitation nucleus 
temperature 
Doppler gate time 
velocity 
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Fig. 3 Critical tension (p - pjcr of a spherical air bubble v/s its equi
librium radius flo in water at various pressures p,, = 1, 10 and 30 bar 
and T = 20°C (surface tension S = 0.073 N/m, vapor pressure p, = 
1919 Pa, water density p = 1000 kg/m3). 
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Fig. 4 Throat velocity u, v/s equilibrium bubble radius fib in water at 
various pressures po = 1, 10 and 30 bar and T = 20°C 

Here p0 and i?o are the equilibrium pressure and radius of the 
bubble, pv is the vapor pressure and S is the surface tension 
(see Fig. 3). The corresponding' 'critical" velocity at the venturi 
throat deduced from ideal, incompressible, one-dimensional, 
steady flow calculations is shown in Fig. 4. Similarly, the 
exhaust pressure coefficient CPe = (pe - pv)/(Po - pv) is 
plotted in Fig. 5 for the casep0 = 1 bar and various expansion 
ratios. When the equilibrium pressure p0 increases, the 
CPe curves shift to the left in the diagram. Note that, since the 
critical tensions of bubbles in the radius range of interest (from 
10 to 100 jam) are quite small, the radius of marginally stable 
bubbles (critical radius) is a very sensitive function of the 
applied tension. If, in first approximation, dynamic effects are 
neglected, the above critical pressure would be representative 
of the cavitation pressure in the venturi throat, with several 
important (and unfortunate) implications for the design of 
CSM's. The first is that it would be virtually impossible to 
measure these small pressures at the throat because of inad
equate sensitivity and, if done intrusively, separation and/or 
cavitation would surely be induced in such an extremely un
stable flow. The second is that the throat pressure should be 
evaluated accurately to avoid large errors in the determination 
of the nuclei number distribution. A third consequence has to 
do with the problem of regulating the flow. Since the pressure 
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Fig. 5 Exhaust pressure coefficient CPg = (ps - p,)/(pt> - pj v/s equi
librium bubble radius fir, in water at pb ="l bar and T = 20°C for various 
values of the diffuser's exhaust to throat diameter ratio DJDt = 1.025, 
1.050, 1.100, and 1.200 

upstream cannot be changed without seriously affecting the 
sample and therefore interfering with the liquid quality meas
urement, this must be done by varying the exhaust pressure. 
The curves of Fig. 5 for p0 = 1 bar show that very low sensitivity 

Nomenclature (cont.) 

U 

V 
w 
wf 

w0 
X 

y 

z = 

/3 = 

5* = 

venturi throat velocity 
velocity component meas
ured by the LDV 
volume 
laser beam radius 
laser beam radius at the 
LDV focal point 
laser beam waist radius 
venturi axial coordinate 
coordinate in the direc
tion of the LDV optical 
axis 
vertical coordinate nor
mal to x and y 
nuclei interference proba
bility 
semi-aperture angle of 
the venturi diffuser 
displacement boundary 
layer thickness 
error 

8 = momentum boundary 
layer thickness 

X = boundary layer correla
tion parameter 

X„ = wave length of LDV laser 
beams in air 

v = water kinematic viscosity 
Tib = average cavitation event 

rate 
p = water density 
a = standard deviation 

a2 = variance 
ip = semi-aperture angle of 

the LDV beams in air 
£ = Poisson distribution pa

rameter 

Subscripts 
b = 

c = 

bubble or cavitation 
event 
venturi tube contraction 

cr = 
d = 
e = 

fr = 
i = 
0 = 

P = 
s = 
t = 
u = 
V = 

zc = 

onyms 
CSM = 

LDV = 

critical 
venturi tube diffuser 
venturi tube exhaust 
fringe 
venturi tube inlet 
reference equilibrium 
conditions 
particle or velocity tracer 
sample 
venturi tube throat 
upstream 
vapor 
zero crossing 

Cavitation Susceptibility 
Meter 
Laser Doppler Velocime-
ter 
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10 10 " 
EQUILIBRIUM BUBBLE RADIUS, R0 (m) 

Fig. 6 CSM venturi throat section volume V, v/s equilibrium bubble 
radius /^for KN = 0.001 m"1 (nuclei number distribution parameter) and 
various values of the bubble interference probabiilty /3 = 0.01, 0.05 and 
0.20 

would be obtained, unless diffusers with a very small expansion 
ratio were used. In practice the highly dynamic nature of cav
itation in the CSM throat significantly decreases the cavitation 
pressure (d'Agostino et al., 1989) with respect to the value 
indicated by (1), but the above considerations still remain valid 
in a qualitative sense. 

As pointed out briefly in the introduction, the problem of 
saturation poses a significant limitation to the operation of 
CSM's. It also introduces a systematic error, since the unsteady 
pressure perturbations due to the presence of a growing or 
collapsing bubble in the cavitation region of the CSM can 
prevent the normal growth of other neighboring nuclei. To 
control such an error the probability of finding more than one 
unstable nucleus in the throat volume V, of the CSM must be 
minimized. When the nuclei concentration is uniform, the oc
currence of Nb unstable nuclei in V, is expected to follow the 
Poisson distributionPr(Nb) = %Nb/Nb\e£, where £ = n(R0)V, 
is the average number of unstable nuclei in V,. Hence, the 
cumulative probability of observing two or more unstable nu
clei in V, (bubble interference probability) is: /3 = 1 - Pr(0) 
- Pr(\) = 1 - (1 + £)e~{. It is therefore possible to express 
the throat volume of the CSM as a function of the equilibrium 
bubble radius and of the bubble interference probability. The 
results of Fig. 6 show that in the radius range from 10 to 100 
tim the volume of the throat section of the CSM should not 
exceed about 100 mm3 if the interference error is to be reduced 
to an acceptable level, say less than 20 percent. In this respect 
a throat diameter of 1 mm ca. appears to be both feasible and 
adequate, therefore further considerations are based on such 
a choice. 

The problem of the response of an isolated bubble in the 
throat of the CSM is now approached. The solution of such 
a problem is expressed in terms of the detection time tf and 
detection length Lf, respectively defined as the time and the 
length necessary for the bubble to grow from its initial size R0 

to a final detectable radius Rf. The choice of the final radius 
Rf is somewhat arbitrary, since it clearly depends on the sen
sitivity of the method used to detect cavitation. The solution 
of the above problem provides a way to estimate the minimum 
necessary length of the throat volume, thus completing its 
geometrical definition. A number of assumptions are made in 
order to construct a simplified set of equations which never
theless models the interactions between the bubble and the 
liquid. First the flow is supposed to be one-dimensional, ideal, 
incompressible and the relative motion of the bubble with 
respect to the surrounding liquid is neglected. The bubble, 
moving along the centerline of the duct with instantaneous 
position xb{t), remains spherical and its radius R(t) is deter
mined by the Rayleigh-Plesset equation (Plesset and Prosper-
etti, 1977; Knapp et al., 1970): 

10 10 " 

EQUILIBRIUM BUBBLE RADIUS R„, m 

Fig. 7 Bubble detection length L, necessary for a bubble to reach a 
detectable radius R, = 150 /im v/s equilibrium bubble radius flo at various 
initial pressures p„ = 1 bar (squares), 10 bar (upward triangles) and 30 
bar (downward triangles) for T = 20°C (water temperature) and D, = 1 
mm (throat diameter) 

Pv~Pb = P R 
ctR 3 
di1+2 dt -pg 

' 2S 

where S is the surface tension and diffusive and thermal effects 
are neglected, i.e.,p„andpgare constant. Herep;, is the external 
pressure driving the bubble volume changes and it is assumed 
to be equal to the pressure of the liquid in the proximity of 
the bubble. Then, from the continuity and unsteady Bernoulli's 
equations for the inlet flow upstream of the bubble (subscript 
/') and the exit flow downstream of the bubble (subscript e): 

qi-qb + 2vR2— = 0 
dt 

dR 
qe-qb-2irR2~ = 0 

dqi Pi-Pb 
dt p 

^4 = 0 
2A2

b 

_T dQe Pb~l 

dt p 

where Ab = A (xb), p-, and pe 

rXb dx p dx p 

~ + 2Al A'. 

are constant and: 

dx 

(2) 

(3) 

(4) 

(5) 

A(x) 

Equations (2) through (5) are then transformed by introducing 
perturbation quantities with respect to the steady-state solution 
and linearized for small changes in the volume fluxes. Finally, 
if /, = xb/Ab = u,t/A, « I; + Ie, which is essentially equiv
alent to consider the dynamics of a bubble entering a semi-
infinite pipe of constant cross-sectional area A,, the pertur
bation and Rayleigh-Plesset equations can be reduced to the 
following second order differential equation for the bubble 
radius R(t): 

2-itpu, 

~AT 
„ „ , dlR dR 

+ Rl dR 

dt + 

+ pR 
d2R 3 (dR 

d2t + 2P[^ -Pu-Pg 
2S 

+ -R+P' = ° 

where p, and u, are the steady-state pressure and velocity at 
the throat. Note that the solution of the above equation de
pends on A„ the throat cross-sectional area. The detection 
length Lf = u,tf, computed for a final detection radius Rf = 
150 /im and a throat diameter D, = 1 mm by numerically 
integrating the above equation, is shown in Fig. 7. The max
imum in the results separates two regimes: in the upper radius 
range the inertial effects of the displaced liquid dominate, while 
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EQUILIBRIUM BUBBLE RADIUS R„ , m 

Fig. 8 Average cavitation event rate vb v/s equilibrium bubble radius R„ 
in water at various pressures p0 = 1,10 and 30 bar for 0, = 1 mm (throat 
diameter), KN = 0.001 m~1 (nuclei number distribution parameter) and 
T = 20°C (water temperature) 

in the lower one the effects of surface tension and bubble gas 
content prevail, therefore accelerating the bubble dynamic re
sponse to a change of the external pressure. Note that, in the 
radius range of interest, the detection length is almost inde
pendent of the equilibrium bubble pressure and that the length 
of the throat section should not be shorter than 5 to 10 mm. 
Given the throat diameter initially assumed, this choice is com
patible with the need to control the bubble interference error 
over the nuclei radius range in consideration. 

3 Unstable Nuclei Concentration and Throat Pressure 
Measurements 

Once the throat cross-sectional area has been determined, 
the volume flux q = u,A, and the mean cavitation event rate 
vb = qn(R0) can be computed. Results of Fig. 8 for a throat 
diameter Dt = 1 mm indicate that in the radius range from 
10 to 100 jim as many as maybe a thousand cavitation events 
per second are to be expected. In steady-state conditions, if 
the liquid quality of the sample is constant and the cavities do 
not appreciably interfere with each other, the occurrence of 
cavitation at the venturi throat is described by a Poisson process 
with average arrival time l/vb. Then, the probability of ob
serving Nb cavities during the time f is expressed by Pr(Nb) = 
(ybt)

Nb/Nb\e''b' and the probability density distribution of the 
time interval t between successive cavitation events follows the 
exponential distribution /(f) = vbe~"b'. The agreement of the 
observed distribution of cavitation delay times with the above 
theoretical one provides a rational and quantitative way to 
assess the importance of interference effects among the cavities 
in the CSM venturi flow and to introduce corrections when 
appropriate (d'Agostino and Acosta, 1991). Note that a large 
portion of cavitation events will occur with a separation in 
time considerably smaller than the average arrival time \/vb. 
Therefore the CSM data acquisition system must be designed 
to handle as many as, say, order of ten thousand cavitation 
events per second for a reliable measurement of the water 
quality to be made. In addition, it also must record the arrival 
times with comparable precision, if the importance of cavi
tation interference effects is to be assessed from consideration 
of the delay time statistics. 

For a given pressure at the throat, the corresponding con
centration of unstable nuclei can be estimated from the count 
Nb of the cavitation bubbles observed during the sampling time 
fj. Since ts can be conveniently measured, the problem of es
timating vb now reduces to the estimation of the Poisson pa
rameter £ = vbts. It is known from the theory of probability 
distributions, (Browlee, 1960), that the best estimator of the 
Poisson parameter £ is the observed frequency Nb, whose ex

pected value and variance are respectively: Nb = al/b = £. 
Thus, the estimated root mean square relative error in the 
measurement of £ and of any other linearly related quantity 
such as vb, n (R0) and N(R0) is e = 1A/A^. The sampling time 
ts = l/vbe

2 and liquid sample volume Vs = A,u,ts necessary 
for one single measurement of unstable nuclei concentration 
of acceptable precision (say, e = 0.20) are found to be at most 
of the order of 10 dm3 and 10 s, respectively. Clearly, the 
overall sampling time and volume of liquid necessary for the 
evaluation of the nuclei number distribution will depend on 
the total number of points where the measurement of the 
unstable nuclei concentration is carried out. Finally, the un
stable nuclei concentration is estimated as n(R0) = Nb/Vs, 
with standard deviation a„ = *JWb/Vs. 

In existing CSM's cavitation detection has been made either 
optically (Oldenziel, 1982a; Oldenziel, 1982b; Oldenziel et al., 
1982; Ito and Oba, 1980) or acoustically (Lecoffre and Bonnin, 
1979; Le Goff and Lecoffre, 1983; Shen et al., 1984) from the 
noise generated by the rapid volume changes of the cavities 
and in particular by their collapses. Acoustical detection is 
relatively simple and has the distinct advantage of not requiring 
optical access to the cavitation region. However, rebounds 
frequently occur in practice during the collapse of cavitation 
bubbles, possibly leading to spurious counts due to multiple 
acoustical signals from the same original cavity. Optical de
tection is clearly preferable whenever feasible because it safely 
locates the occurrence of cavitation in space, thus eliminating 
the possibility of spurious multiple counts, and preserves the 
information on the arrival time of cavitation events, which 
represents a powerful diagnostic tool in monitoring the op
eration of CSM's. In addition, the possibility of direct optical 
observation of cavitation in the venturi is an important ad
vantage of optical methods for cavitation detection. 

It was previously mentioned that one of the most difficult 
problems of CSM's consists in measuring the throat pressure 
with the required precision. Since direct methods appear to be 
impossible, indirect methods must be used. Most naturally a 
representative value of the inception pressure at the venturi 
throat may be deduced from the measurements of the upstream 
pressure and of the throat velocity using Bernoulli's equation 
for ideal, incompressible, steady flow: 

Pt=Pu-^pu](\~(?c) (6) 

An unavoidable problem associated with this technique is that 
the throat pressure, being inherently small compared to the 
inlet pressure and kinetic pressure drop, is expressed as the 
difference of two almost equal quantities. Thus, small relative 
errors in the evaluation of these quantities lead to a much 
larger relative error for the throat pressure. 

In existing CSM's, (Oldenziel, 1982a; Oldenziel, 1982b; Old
enziel etal., 1982; Godefroyetal., 1981; Le Goff andLecoffre, 
1983; Shen et al., 1984) the velocity measurement was carried 
out either in the upstream or downstream sections of the duct, 
relatively far from the venturi throat. This method appears to 
be rather unsatisfactory for various reasons. First, any intrinsic 
error in the measurement of the velocity or due to inaccurate 
estimate of boundary layer effects is amplified proportionally 
to the reciprocal of the venturi contraction ratio when the 
throat velocity is derived by means of continuity arguments. 
This limitation is particularly severe since in CSM's the con
traction ratio should be as small as possible in order not to 
appreciably affect the conditions of the sampled liquid during 
its flow to the test section. Moreover, it is generally necessary 
to make the inlet line longer, which is also likely to affect the 
conditions of the sampled liquid, especially when a second 
venturi of smaller contraction ratio is used to monitor the 
velocity. These difficulties are overcome if the velocity meas
urement is carried out at the throat. In consideration of the 
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extreme instability of the flow, the use of a Laser Doppler 
Velocimeter (LDV) seems to be the best solution. 

The error analysis of this measurement can be easily devel
oped if the two independent variables pu and u, are assumed 
to be normally distributed about their expected values pu and 
w, with variances <?Pu and CT^. Standardizing pu and u, and using 
the properties of the moments of the standard normal distri
bution (Browlee, 1960), one obtains the following expressions 
for the expected value and the variance of p,: 

P,=pu—2 PV-Ct) &* + <%,) 

^ = < + p2(l-C?)VB /^? + ^ 

Note the "shift" due to the dispersion of the measured velocity 
together with the quadratic nature of equation (6). 

4 Viscous Effects 
For the pressure to be correctly deduced from velocity meas

urements, the presence of a laminar potential core at the CSM 
throat must be demonstrated. Viscous effects have therefore 
been estimated by matching an axisymmetric laminar boundary 
layer (White, 1974) to the quasi one-dimensional ideal flow 
solution based on the duct geometry. The assumption of lam
inar flow in the venturi is justified by the low value of the 
Reynolds number at the inlet (Re, = UjD/v = 1500) and, 
further downstream where the Reynolds number increases be
yond the transition value, by the effect of the steep contraction 
which tends to laminarize the flow by drastically reducing pre
existing velocity fluctuations. The turbulent transition length 
for a flat plate with equal free stream velocity is of the order 
of 20 cm and it seems likely that it would not be shorter for 
the guided flow in the CSM venturi. Thus there is strong reason 
to believe that at least the noncavitating flow remains laminar 
throughout the whole venturi. In the boundary layer com
putation the duct profile has been assumed to be continuous 
with continuous first and second derivatives, as required from 
fluid mechanical considerations to avoid separation, In the 
contraction and the transitions at the inlet and outlet of the 
diffuser the duct radius was supposed to have sinusoidal second 
derivative in the stream wise direction. The inlet and throat 
sections were taken to be cylindrical and the center part of the 
diffuser to be conical, of given semi-aperture angle fe. The 
boundary layer displacement and momentum thicknesses 5* 
and 8 for a typical venturi with inlet Reynolds Re,- = 1400 (the 
lowest expected value during operation) are summarized in 
Fig. 9, where they are normalized with respect to the local duct 
radius. They clearly demonstrate the presence of a potential 
core in the throat section of the CSM, corresponding to nor
malized axial coordinates ranging from 4 to 6. 

Another effect of the boundary layer is the reduction of the 
flux-averaged cross-sectional area of the venturi with respect 
to its geometrical area. This effect is particularly important in 
the diffuser, whose performance is very sensitive to even very 
small changes of the expansion ratio (see Figure 5). In theory 
it would be possible to compute the boundary layer displace
ment thickness for the assigned, nominal profile of the po
tential core velocity and to correct accordingly the venturi 
geometry. In practice this possibility should be regarded with 
some skepticism because boundary layer computations for 
flows with a highly unfavorable pressure gradient as the one 
in the diffuser are rather imprecise. Furthermore, it is ques
tionable that their results could be accurately implemented in 
the manufacturing of small size Venturis. However, if the re
sults of these computations are to be trusted, in a venturi equal 
to the one previously considered but with a 20 mm long diffuser 
the presence of the boundary layer would, for example, in
crease the expansion ratio from its nominal value of 1.10 to 
a geometric value of 1.37. 

NORMALIZED AXIAL COORDINATE, 2x/D, 

Fig. 9 Relative displacement thickness, 2&*ID(x), and momentum thick
ness, 201 D(x), v/s normalized axial coordinate 2xlD, in a typical CSM 
venturi with D, = 1 mm (throat diameter), Cc = 1/100 (contraction ratio), 
ffd = 0.76 deg (diffuser semi-aperture angle) and Re, = 1400 (inlet Reyn
olds number). The lengths of the various sections are: L, = 11.4 mm 
(inlet), Lc = 10.4 mm (contraction), L, = 7.7 mm (throat), Ld = 10.4 mm 
(diffuser). 
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NORMALIZED AXIAL COORDINATE, 2x/D, 

Fig. 10 Stratford's laminar separation criterion Sc and Thwaites' shear 
and shape correlation parameter A = 02l/' h v/s normalized axial coor
dinate 2x/Dh for the venturi of Fig. 9. Laminar separation is predicted 
when Sc drops to zero or A = - 0.09. 

Another problem to be expected in the venturi as a conse
quence of viscous effects is the occurrence of laminar sepa
ration in the diffuser when too large negative pressure gradients 
are present. If laminar separation takes place, cavitation nuclei 
from the main flow are likely to be trapped in the recirculation 
region, where they eventually grow and possibly develop into 
an attached cavity, whose unsteady behavior greatly disturbs 
the rest of the flow. The situation is further worsened if this 
cavity propagates downstream and reaches the exit. In this case 
the exhaust pressure is established throughout the cavity and 
the useful portion of the diffuser is proportionally shortened. 
A cylindrical section of appropriate length downstream of the 
diffuser promotes the stability of the exhaust flow and usually 
prevents the separation-cavitation from extending to the exit. 

Preliminary tests on a prototype venturi and later experience 
with operational ones showed that steady or intermittent sep
aration in the diffuser can indeed occur, a problem also re
ported by previous investigators (Oldenziel, 1982a; Shen et al., 
. 1984). In view of this, the boundary layer correlation parameter 
X = 62U'/v (where U' is the streamwise derivative of the flow 
velocity at the boundary layer edge) and the Stratford laminar 
boundary layer separation criterion Sc (Stratford, 1954) have 
been plotted in Fig. 10. Separation is predicted when X = 
- 0.09 or Sc = 0. The two methods agree well with each other 
and also with the observed location of separation in the pro
totype venturi, thus indicating that less steep diffusers should 
be used, significantly limiting the minimum attainable throat 
pressure in the CSM venturi tube. 
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In view of the above considerations it was decided to develop 
a CSM with a transparent venturi tube where the throat velocity 
is measured by a LDV and the upstream pressure by an absolute 
pressure transducer. At the same time the LDV signal will also 
be used to detect the occurrence of cavitation at the throat of 
the venturi tube. The analysis of the signals from the LDV 
and the upstream pressure transducer will be carried out by 
an especially designed electronic Signal Processor for real time 
generation and temporary storage of the relevant data. Finally, 
the final acquisition and reduction of the data will be per
formed by a microcomputer. 

5 LDV Optical Analysis and Signal Processing 
In this section the main considerations and electro-optical 

analysis are presented which led to the design of the LDV used 
in the CSM. These considerations mostly concern the choice 
of the optical configuration and the connected problem of the 
LDV signal processing. Basic principles of operation of LDV's 
are recalled as required for clarity of the presentation, but for 
more details the reader is referred to the vast literature available 
on this complex field (see, for example, Durst et al. 1981). 

The typical optical properties of the LDV scatterers naturally 
present in the CSM flow cannot be anticipated with any degree 
of accuracy, since they depend on the individual characteristics 
of the sampled water and no artificial seeding can be used 
without greatly interfering with the water quality measurement. 
However, cavities will clearly be present at the end of the 
venturi throat section as long as measurements with the CSM 
can be made. Since the pressure gradient in the venturi throat 
is ideally zero, it can be shown that the slip velocity of the two 
phases nearly vanishes at the end of the throat section and the 
cavities themselves can therefore be safely used as velocity 
tracers. The possibility of recording the velocity of cavities in 
the flow also provides useful information on their origin. In 
fact, since the typical cavity size is much larger than the bound
ary layer thickness at the CSM throat, the cavities generated 
by free stream nuclei mostly travel at the potential core speed, 
while those just released by nearby surface nuclei are signifi
cantly slower. A dual beam back-scattering LDV focused at 
the end of the venturi test section that uses the cavities them
selves as tracers has therefore been selected for measuring the 
CSM throat velocity. The back-scattering configuration com
bines the advantages of greater simplicity with superior optical 
efficiency when operating in the scattering regime expected 
from cavities whose average size clearly much exceeds the wave 
length of the illuminating laser beams. 

For this arrangement the Doppler frequency of the LDV 
signal, the fringe spacing and the number of fringes are re
spectively expressed by: 

C S M OPTICAL CONFIGURATION 

fD = 
2Umsin<p 

Sfr = -, "fr = ^ = 
dx djo 

Xo 2m sintp s/r U 

where y is the semi-aperture angle of the two intersecting 
beams, Xo is the wave length of the beams in air, m is the index 
of refraction of the optical medium, U is the velocity com
ponent perpendicular to the optical axis in the plane of the 
two beams, and dx is the size of the LDV probe volume in the 
flow direction. 

The Doppler frequency and the fringe spacing are not af
fected by the refraction of the two beams through a plane 
interface separating two optical media with index of refraction 
m and m', because in this case from Snell's law: m sin<? = 
m'sin^', where <?' is the beam semi-aperture angle in the 
second medium. This result can be easily generalized to the 
case of a sequence of planar, parallel interfaces. Also note that 
the Doppler frequency is only sensitive to the orientation of 
the impinging radiation in the plane of the two beams, which 
coincides with the meridional plane of the CSM venturi. Within 
the limits of Gaussian or paraxial optics the effects due to the 
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Fig. 11 Schematic for the CSM optical components (dimensions in 
mm): continuous wave laser (L), beam displacer (BD), beamsplitter cube 
(BS), telescopic relay lenses (L1 and L2), focusing and receiving lens 
(L3), venturi tube (V), front surface mirror (M) with slit for transmission 
of laser beams, photomultiplier coilimating lens (L4), field stop aperture 
(FS), photomultiplier tube (PM). 

cylindrical geometry of the venturi optical interfaces can be 
separately analyzed in the meridional and cross-sectional 
planes. The curvature of these interfaces in the cross-sectional 
plane therefore refracts the impinging beams in the same plane, 
but has no effect on the direction of the beam propagation in 
the meridional plane. The above considerations imply that the 
LDV Doppler frequency only depends on the venturi geometry 
in the meridional plane and that its relation to the velocity is 
the same in air and in the CSM flow, provided that the walls 
of the venturi are parallel. This is a very fortunate situation, 
since it implies that the calibration of the LDV can be carried 
out in air and that its results can be directly extended to the 
flow in the CSM venturi. 

As mentioned earlier, in the CSM it is highly advisable to 
preserve the information on the occurrence time of individual 
cavitation events. In addition, the drop-out rate and the signal 
level are expected to be high, since the cavities used as velocity 
tracers are relatively sparse and large. Therefore frequency 
counters, which operate in the time domain, are the most 
suitable solution for measuring the LDV Doppler frequency. 
Each burst is recognized, isolated, and its Doppler frequency 
is counted by comparing the LDV signal to properly adjusted 
threshold levels. On the other hand, with respect to alternative 
methods, in frequency counters the maximum measurable fre
quency is more severely limited by the speed of the processing 
electronics and therefore the LDV optics must be designed 
accordingly. 

The best LDV signal quality is obtained when the fringe 
spacing is of the same order of magnitude as the size of the 
scatterer, whose characteristic dimensions cannot be safely 
anticipated. It seems therefore advisable to keep the beam 
separation adjustable within a relatively large range. The above 
consideration and the need to limit the Doppler frequency 
below about 1 MHz in order to simplify the LDV processing 
electronics led to the arrangement schematically shown in Fig, 
11. The laser beam, generated by a 5 mw He-Ne continuous 
wave laser (L), goes through a beam displacer (dove prism, 
BD) and a metal-coated beamsplitter cube (BS). The separation 
of the two outcoming beams can be widely adjusted (2 to 17 
mm ca.) using the beam displacer to change the transversal 
position of the beam entering the beamsplitter. In order to 
reduce the Doppler frequency of the LDV signal and conse
quently simplify the processing electronics, the beam separa
tion is then four times reduced by a telescopic lens relay (LI 
and L2). After passing through a slit in the front surface mirror 
(M), the two beams are finally focused by the lens (L3) to the 
test section of the CSM venturi tube (VT). The back-scattered 
light is then collected by the whole aperture of the same lens 
(L3) and mostly reflected by the front surface mirror (M) 
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toward the photomultiplier collimating lens (L4). The resulting 
image of the test section is filtered by a field stop aperture 
(FS) to reduce the optical background noise and finally reaches 
the photomultiplier tube (PM), where it is converted into an 
electric signal. All lenses have a back focal length of 200 mm, 
except the second lens (L2) of the telescopic relay, whose focal 
length is 50 mm. 

Since the deviation of the laser beams from the optical axis 
is small, the theory of propagation of paraxial Gaussian beams 
can now be used to analyze the optical system in order to 
deduce the focal volume and the expected number of fringes 
of the LDV signal. Then, for the system of thin lenses of Fig. 
11, the ray transfer matrices (Kogelnik and Li, 1966) of the 
focusing optics from the laser window to the LDV focal point 
and of receiving optics from the LDV focal point to the pho
tomultiplier are respectively: 

AF= 
0 

1.250 
- 0 . 8 
0.3063 Ax = 

- 1 0 
-4.5 - 1 

where the optical lengths are in meters. The elements an and 
- «2i of these matrices are, respectively, the magnification and 
the reciprocal of the back focal length of the optical system. 
As expected, the magnification of the receiving optics is equal 
to - 1. Furthermore, the ray transfer matrix of the focusing 
optics shows that, for the flow velocity expected at the venturi 
throat (U — 15 m/s), the Doppler frequency can be decreased 
to less than 250 kHz with a beam separation of a few milli
meters, still large enough to be achieved with a cube beam
splitter. 

In the theory of paraxial optics the propagation of a Gaus
sian beam is expressed in terms of the complex beam parameter 
(Kogelnik and Li, 1966): 

A 
_,.,2 

1 1 

where \/R is the beam wave front curvature and w is the beam 
radius, defined as the distance from the beam axis where the 
electromagnetic field amplitude drops to 1/e times its maxi
mum value. At the beam waist the wave front curvature is zero 
and the beam radius is minimum. The size and location of the 
beam waist depend on the internal geometry of the laser optics. 
In the Spectra Physics He-Ne gas laser model Stabilite 120 to 
be used in the CSM the beam waist radius is w0 = 0.325 mm 
and coincides with the output window of the laser. In the 
propagation of a Gaussian beam through an optical system 
with ray transfer matrix A the complex beam parameter at the 
output q2 is related to the input value q{ by (Kogelnik and Li, 
1966): 

< 7 2 = " 
anffi + ai2 

«21<7l + «22 

From this equation and the above results the beam radius and 
the curvature of the wave front at the LDV focal point are: 
l/Rf = 0.383 m " ' and Wf = 0.496 mm. In the final operational 
configuration of the LDV the beam angular semi-separation 
is <p = 5.27 • 10~3 rad and the fringe spacing s/r = 60 /xm, 
which experience has shown to give the best results. With this 
choice the axes of the LDV focal ellipsoid are: dx = 2w//cos<u 
= 0.992 mm in the flow direction, dy = 2Wf/&mip = 188 mm 
in the direction of the optical axis, dz = 2w/ = 0.992 mm in 
the vertical direction. Then the number of fringes and the 
duration (gate time) of a typical Doppler burst can be estimated 
to be N/r = dx/sfr - 17 and Tg = dx/U = 66 /zs. Clearly the 
fringe spacing must be as uniform as possible throughout the 
LDV focal volume in order to obtain consistent velocity read
ings regardless of the location of the scatterer trajectory. For 
this to happen the beam divergence angle wf/Rf = 1.90 • 10"4 

rad must be much smaller than the angular semi-separation p 
between the two beams. This condition is indeed satisfied in 
the configuration examined here. Finally, the magnification 

of the receiving optics is equal to - 1 in the meridional plane 
and slightly larger in the cross-sectional plane as a consequence 
of the curvature of the venturi tube interfaces. Thus, the op
timum diameter of the photomultiplier field stop aperture 
should be about 1 mm or a bit larger, as confirmed in practice. 

Note that for a throat diameter D, = 1 mm the LDV focal 
volume extends far across the venturi walls in the direction of 
the optical axis and also covers the whole throat in the vertical 
direction. Therefore the LDV signal can effectively monitor 
the occurrence of cavitation, but at the same time velocity 
readings in the boundary layer are likely to occur. This situation 
must be taken into account in the reduction of the LDV data 
in order to introduce the appropriate corrections when nec
essary. The occurrence of velocity readings in the boundary 
layer also provides a direct way to check for the presence of 
a potential core in the flow at the venturi throat, which is 
essential for the correct deduction of the throat pressure. 

In theory the intensity of the LDV output signal could now 
be estimated from the laser power, the transmittance of the 
optical system, the focal point dimensions and the photo-
multiplier's sensitivity. However, in practice the scattering and 
collecting efficiencies are too uncertain for a useful estimate 
to be made because they depend in a very complex way on the 
optical and geometrical properties of both the tracer itself and 
of the collecting optics. 

6 Summary and Conclusions 

The results of design analysis of the CSM operation can be 
summarized as follows: 

9 the flow is likely to remain laminar throughout the ven
tures throat section and the first portion of the diffuser; 

9 the existence of a potential core at the throat has been 
demonstrated in venturi tubes of proper geometry by esti
mating the boundary layer thickness; 

9 the pressure in the CSM cavitation region is an extremely 
sensitive parameter and cannot be measured directly with the 
necessary accuracy; 

8 the indirect measurement of the pressure in the cavitation 
region appears to be best accomplished by measuring the up
stream pressure with an absolute pressure transducer and the 
potential core velocity at the CSM throat with non-intrusive 
direct methods such as a LDV; 

9 the detection of cavitation at the venturi throat is best 
accomplished optically by the same LDV signal used to measure 
the flow velocity; 

8 it is clearly advantageous for the purpose of monitoring 
the flow to preserve the optical access to the cavitation region 
whenever possible; 

8 the errors and limitations due to nuclei interference ef
fects can be effectively controlled by decreasing the volume of 
the cavitation region to less than ten cubic millimeters; 

8 for a throat diameter of 1 mm the time response of the 
cavitating nuclei imposes a lower bound of about 5 to 10 mm 
to the length of the CSM throat section; 

8 the flow is extremely sensitive to laminar separation in 
the diffuser, which limits the maximum achievable expansion 
ratio to less than 1.1; 

8 the acquisition system must be designed to handle up to 
ten thousand events per second, recording for each of them 
the occurrence time, the Doppler frequency and the upstream 
pressure; 

• a dual-beam back-scattering LDV seems to be the most 
suitable solution for measuring the CSM throat velocity and 
monitoring the occurrence of cavitation; 

9 it is advisable to keep the fringe spacing widely adjustable 
in order to optimize the LDV signal visibility and Doppler 
frequency depending on the operational conditions; 
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9 the Doppler frequency must be measured in the time 
domain with a frequency counter in order to record both the 
velocity and the occurrence time of individual cavitation events; 

9 the Doppler frequency should not exceed about 1 or 2 
MHz due to likely limitations of the processing electronics; 

9 spurious velocity readings from scatterers converted in 
the boundary layers must be eliminated in the reduction of the 
data. 

In conclusion, the above analysis provides a rational basis 
and strong indications for CSM design orientation. It clearly 
shows that proper CSM operation poses a relatively complex 
technological problem, where a number of critical factors are 
involved. In the proposed configuration, the solution of this 
problem requires the integration of both fluid dynamic and 
electro-optical aspects. The above analysis indicates that, by 
careful consideration of these aspects, a CSM capable of meas
uring the concentration of active cavitation nuclei as a function 
of the throat pressure can be successfully developed according 
to the proposed design. As mentioned in the introduction, the 
implementation and operation of this system are described and 
discussed in a companion publication (d'Agostino and Acosta, 
1991). 

Acknowledgments 
This research has been funded by the Office of Naval Re

search and by the Naval Sea Systems Command General Hy
dromechanics Research Program administered by the David 
W. Taylor Naval Ship Research and Development Center. The 
North Atlantic Treaty Organization—Consiglio Nazionale delle 
Ricerche, Italy, has also contributed to the support of this 
work through a 1982 and a 1983 Fellowship for Technological 
Research. Special thanks to Dr. T. T. Huang of DTNSRDC 
for his interest in this work, to Mr. Joe Fontana, Mr. Elton 
Daly, Mr. Rich Eastvedt, Mr. Leonard Montenegro, Mr. John 
Lee and to Miss Cecilia Lin of the Caltech staff for their 
assistance in the completion of the experiment and to Dr. 
Haskel Shapiro, Mr. Bob Kirkpatrick and their group for the 
design and implementation of the custom-made electronics. 

References 
Bader, H., 1970, "The Hyperbolic Distribution of Particle Sizes," Journal 

of Geophysical Research, Vol. 75, No. 15, pp. 2822-2830. 
Billet, M., 1986a, "The Importance and Measurement of Cavitation Nuclei," 

Advancements in Aerodynamics, Fluid Mechanics and Hydraulics, Minneapolis, 
Minn., pp. 967-989. 

Billet, M., 1985, "Cavitation Nuclei Measurement—A Review," ASME Cav
itation and Multiphase Flow Forum, Albuquerque, N.M., pp. 31-38. 

Browlee, K. A., 1960, Statistical Theory and Methodology in Science and 
Engineering, Wiley, NY. 

Chahine, G. L., and Shen, Y. T., 1986, "Bubble Dynamics and Cavitation 
Inception in Cavitation Susceptibility Meters," ASME JOURNAL OF FLUIDS EN
GINEERING, Vol. 108, pp. 444-452. 

d'Agostino, L., 1987, "Experimental and Theoretical Study on Cavitation 
Inception and Bubbly Flow Dynamics," Ph.D. thesis, Report No. Eng. 183.16, 
California Institute of Technology, Pasadena, Calif. 

d'Agostino, L., and Acosta, A. J., 1991, "A Cavitation Susceptibility Meter 
with Optical Cavitation Monitoring—Part Two: Experimental Apparatus and 
Results," published in this issue pp. 270-277. 

d'Agostino, L., Thai Pham, and Green, S., 1989, "Comparison of a Cavi
tation Susceptibility Meter and Holographic Observation for Nuclei Detection 
in Liquids," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. I l l , No. 2, pp. 197-

203. 
Durst, F., Melling, A., and Whitelaw, J. H., 1981, Principles and Practice 

of Laser-Doppler Anemometry, Academic Press, 2nd edition. 
Godefroy, H. W. H. E., Jansen, R. H. J., Keller, A. P., and van Renesse, 

R. L., 1981, "Comparison of Measuring and Control Methods of the Water 
Quality with Respect to Cavitation Behaviour," Delft Hydraulics Laboratory 
Publication. 

Ito, Y., and Oba, R., 1980, "Cavitation Observations through a Fine Laser-
Beam Technique," Report No. 337, Institute of High Speed Mechanics, Tohoku 
University. 

Knapp, R. T., Daily, J. W., and Hammitt, F. G., 1970, Cavitation, McGraw-
Hill, New York. 

Kogelnik, H., and Li, T., 1966, "Laser Beams and Resonators," Applied 
Optics, Vol. 5, No. 10, pp. 1550-1567. 

Lecoffre, Y., and Bonnin, J., 1979, "Cavitation Tests and Nucleation 
Control," International Symposium on Cavitation Inception, New York, New 
York, pp. 141-145. 

Le Goff, J. P., and Lecoffre, Y., 1983, "Nuclei and Cavitation," 14th Sym
posium on Naval Hydrodynamics, National Academy Press, pp. 215-242. 

Oba, R., Ikohagi, T., and Kim, K. T., 1979, "Cavitation in an Extremely 
Limited Flow through Very Small Orifices," International Symposium on Cav
itation Inception, ASME, New York, N.Y., pp. 147-152. 

Oldenziel, D. M., 1982a, "A New Instrument in Cavitation Research: the 
Cavitation Susceptibility Meter," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 
104, pp. 136-142. 

Oldenziel, D. M., 1982b, "Utility of Available Instruments during Cavitation 
Tests," Proceedings of Symposium on Operating Problems of Pump Stations 
and Power Plants, IAHR, Amsterdam. 

Oldenziel, D. M., 1979, "New Instruments in Cavitation Research," Inter
national Symposium on Cavitation Inception, New York, N.Y., pp. 111-124. 

Oldenziel, D. M., Jansen, R. H. J., Keller, A. P., Lecoffre, Y., and van 
Renesse, R. L., 1982, "Comparison of Instruments for Detection of Particles 
and Bubbles in Water during Cavitation Studies," Proceedings of Symposium 
on Operating Problems of Pump Stations and Power Plants, IAHR, Amsterdam. 

O'Hern, T. J., d'Agostino, L., and Acosta, A. J., 1988, "Comparison of 
Holographic and Coulter Counter Measurements of Cavitation Nuclei in the 
Ocean," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 110, pp. 200-207. 

Plesset, M. S., and Prosperetti, A., 1977, "Bubble Dynamics and Cavitation," 
Ann. Rev. Fluid Mech., Vol. 9, pp. 145-85. 

Shen, Y. T., Gowing, S., and Pierce, R., 1984, "Cavitation Susceptibility 
Meters by a Venturi," International Symposium on Cavitation Inception, ASME 
Winter Annual Meeting, pp. 9-18. 

Shen, Y. T., and Gowing, S., 1985, "Scale Effects on Bubble Growth and 
Cavitation Inception in Cavitation Susceptibility Meters," ASME Cavitation 
and Multiphase Flow Forum, Albuquerque, New Mexico, pp. 14-16. 

Shen, Y. T., Gowing, S., and Eckstein, B., 1986, "Cavitation Susceptibility 
Measurements of Ocean Lake and Laboratory Waters," David W. Taylor Naval 
Ship Research and Development Center, Report DTNSRDC-86/D19. 

Stratford, B. S., 1954, "Flow in Laminar Boundary Layer near Separation," 
Aeronautical Research Council, R&M 3002. 

White, F. M., 1974, Viscous Fluid Flow, McGraw Hill, New York. 

Journal of Fluids Engineering JUNE 1991, Vol. 113/269 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L. d'Agostino1 

A. J. Acosta 

California Institute of Technology, 
Pasadena, CA 91125 

A Cavitation Susceptibility Meter 
With Optical Cavitation 
Monitoring—Part Two: 
Experimental Apparatus and 
Results 
This work is concerned with the development and operation of a Cavitation Sus
ceptibility Meter based on the use of a venturi tube for the measurement of the 
active cavitation nuclei concentration in water samples as a function of the applied 
tension. The pressure at the venturi throat is determined from the upstream pressure 
and the local flow velocity without corrections for viscous effects because the flow 
possesses a laminar potential core in all operational conditions. The detection of 
cavitation and the measurement of the flow velocity are carried out optically by 
means of a Laser Doppler Velocimeter. A custom-made electronic Signal Processor 
is used for real time data generation and temporary storage and a computerized 
system for final data acquisition and reduction. The implementation of the whole 
system is described and the results of the application of the Cavitation Susceptibility 
Meter to the measurement of the water quality of tap water samples are presented 
and critically discussed with reference to the current state of knowledge on cavitation 
inception. 

1 Introduction 
Experience shows (Knapp et al., 1970) that the maximum 

tensile stress that liquids can theoretically sustain according to 
thermodynamic considerations is much larger than observed 
in practice. It has therefore been postulated that the tensile 
strength of liquids is considerably reduced by the presence of 
weak spots, generically called "nuclei," which act as prefer
ential points for the onset of liquid rupture. The concentration 
and susceptibility of nuclei profoundly affect the inception, 
development, and scaling of cavitation in a wide variety of 
technically important applications. Therefore significant ef
forts have been made to develop effective cavitation nuclei 
detection methods (Billet, 1986; Billet, 1985; Oldenziel et al., 
1982; Godefroy et al., 1981). Commonly used techniques, like 
Coulter counters, acoustical attenuation, acoustical and optical 
scattering, photography and holography, monitor noncavi-
tating liquids and therefore cannot provide reliable informa
tion on cavitation nuclei susceptibility. Cavitation Susceptibility 
Meters (CSM's) are intended to overcome this limitation by 
directly measuring the active nuclei concentration as a function 

of the applied tension in a flow through a small venturi tube, 
where cavitation is induced under carefully controlled condi
tions. In the original design by Oldenziel (Oldenziel, 1982a; 
Oldenziel 1982b) a glass venturi is used and cavitation is de
tected optically. Later applications employ stainless steel ven
turi tubes, where cavitation bubbles are detected acoustically 
(Lecoffre and Bonnin, 1979; Le Goff and Lecoffre, 1983; Shen 
et al., 1984). Among the advantages of CSM's over alternative 
techniques are the absence of resolution limitations in the min
imum size of nuclei they can detect and the relative convenience 
of data analysis. On the other hand, CSM's are subject to a 
number of unwanted phenomena, like flow separation, nuclei 
interference, choking and surface nuclei effects, which severely 
limit their performance. This paper is part of a systematic 
investigation of CSM's and critically describes the implemen
tation and operation of the CSM recently developed at the 
California Institute of Technology (d'Agostino and Acosta, 
1983; d'Agostino, 1987; d'Agostino et al., 1989). The prin
ciples of operation and the main considerations leading to the 
current design have been reported in a companion publication 
(d'Agostino and Acosta, 1991). 

Now at the Dipartimento di Ingegneria Aerospaziale, Universita di Pisa, 
56126, Pisa, Italy. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 20, 1989. 

2 Experimental Apparatus 
The design of the CSM described herein is based on the 

indications of a detailed operational analysis previously re-
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Fig. 2 Schematic of the various components of the CSM experimental
apparatus: water inlet (WI), sampling valve (SV), upstream pressure trans·
ducer (UPT), venturi tube (VT), exhaust valve (EV), exhaust tank (ET),
regulated air pressure line (RA), return valve (RV), waler relurn (WR), laser
Doppler velocimeter (LOV).

UPT

RA

C S M SCHEMATIC

WR----------------j:l}---j

sv
WI -------j)i:l----'---jf--'-c)--{l:J---,

Fig. 1 General view of the CSM experimental apparatus. In the fore·
ground on the right: the I·beams supporting Ihe laser and the baseplate
where most of the oplical and fluidic components are mounted. In the
background: the electronic Instrumentalion rack (left) and the dala ac·
qulsltion computer (center).

ported in earlier works (d'Agostino and Acosta, 1983;
d'Agostino, 1987) and more recently summarized in a com
panion paper (d' Agostino and Acosta, 1991). The results of
this analysis suggested to develop a CSM where cavitation
occurs in the restricted section of a transparent venturi tube.
The throat velocity is measured by a back-scattering Laser
Doppler Velocity (LDV) and the upstream pressure by an ab
solute pressure transducer. The LDV signal is also used to
detect the occurrence of cavitation at the throat of the venturi
tube. The pressure gradient in the venturi throat is ideally zero
and thus the slip velocity between the bubbles and the liquid
is also zero. Cavitating bubbles are, therefore, accurate velocity
indicators. The throat pressure is controlled by adjusting the
exhaust pressure and is calculated from the throat velocity and
the upstream pressure using Bernoulli's equation for ideal,
incompressible, steady, fully-wetted flow, without corrections
for viscous effects because the flow possesses a laminar po
tential core in all operational conditions. The dependence of
the active nuclei concentration on throat pressure is measured
by repeating the procedure at different exhaust pressures.

A general view of the experimental apparatus is shown in
Fig. I. The electronic instrumentation rack is on the left, the
data acquisition and reduction computer is in the center and
the optical and fluidic components of the CSM are in the
foreground on the right. The connections of the various parts
comprising the CSM are illustrated in Fig. 2. The water from

the water inlet (WI) passes through the sampling valve (SV),
the venturi tube (VT), the exhaust valve (EV) and is finally
collected in the exhaust tank (ET). The pressure in the exhaust
tank is kept constant by the regulated air pressure line (RA),
which is used to control the flow rate and therefore the pressure
generated at the throat of the venturi. The static pressure of
the sampled water is measured by a pressure transducer (UPT)
located upstream of the test venturi. Periodically the sampled
water is removed from the exhaust tank through the return
valve (RV) arid the water return line (WR) by increasing the
regulated air pressure. During test runs the dual beam back
scattering Laser Doppler Velocimeter (LDV) monitors the oc
currence of cavitation and the flow velocity at the throat of
the transparent venturi (VT). The analysis of the signals from
the LDV and the upstream pressure transducer is carried out
by an especially designed electronic Signal Processor for real
time generation and temporary storage of the relevant data.
The LDV generates a burst when an inhomogeneity such as a
cavity or a suspended particle scatters light during its motion
through the focal point. After band-pass filtering this burst
ideally consists of a Doppler carrier frequency modulated by
a Gaussian-shaped envelope.'The Doppler frequency is pro
portional to the velocity of the scatterer. The amplitude of the
burst's envelope is instead mostly related to the scatterer size,
although it also depends in a complex way on its shape, optical

N ornenclature ---------------------------------

C.
D
f

L
M

n(PI)

cross-sectional area
venturi contraction coeffi
cient
venturi expansion coefficient
venturi diameter
probability density distribu
tion
length
number of data groups
concentration of nuclei with
critical pressure not smaller
than PI
integer number
number of cavitation events
or bubbles
number of zero crossings
pressure

PI venturi throat pressure
Pu venturi upstream pressure
q volume flux
R venturi radius
t time
ts sampling time
T temperature

Tb arrival time of a cavitation
event or bubble

Tg Doppler gate time
Tp arrival time of a velocity

tracer or particle
u velocity
u, venturi throat velocity
Ci air content
a boundary layer thickness
E = error

Vb average cavitation event rate

a = standard deviation
rl = variance

Subscripts

b bubble or cavitation event
C venturi tub contraction
e venturi tube exhaust
o reference conditions
P particle or velocity tracer
s sample
t venturi tube throat
u upstream

zc zero crossing

Acronyms
CSM CavitatiotlSusceptibility

Meter ••• '. •••.•.••••.• «\
LDV Laser Doppler Velocimetet
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Fig. 3 Close·up view of the CSM venturi tube No.1. A cylindrical sheJi
of cast transparent resin contains the glass blown venturi tube for me·
chanical protection and easy installation. The contraction ratio of the
tube Is about 1/100, the throat diameter is about 1 mm and the exit
diameter is about 1.2 mm.

Fig. 4 Close·up view of the CSM venturi tube No.2. This blown glass
venturi has thicker walls, a contraction ratio of about 1/100, a throat
diameter of about 1 mm, a long straight section after the diffuser and
an exhaust diameter of about 1.2 mm.

properties and on the location of its trajectory through the
LDV focal point. The CSM Signal Processor uses the intensity
and the Doppler modulated frequency of the LDV bursts to
respectively monitor the occurrence of cavitation and to meas
ure the flow velocity. The instantaneous upstream pressure of
the water is provided by the output of the pressure transducer.
At the conclusion of each run the data are transferred to the
minicomputer for final acquisition, storage and reduction. The
LDV signal is normally monitored by an oscilloscope and the
signal of the upstream pressure transducer by a digital mul
timeter.

Two types of glass venturi tubes have actually been used.
The first type, indicated as tube No.1, is an extremely fragile
blown glass venturi contained in a cylindrical shell of trans
parent acrylic resin (see Fig. 3) for mechanical protection and
connection to the hydraulic lines. The second type of glass
venturi, indicated as tube No.2, has much thicker walls and
can therefore be directly connected to the hydraulic lines with
out mechanical protection. It is shown in detail in Fig. 4. These
two venturi tubes have very similar fluid mechanical charac
teristics. They both have about the same throat diameter (D1

"" 1 mm), the same throat section length (L 1 "" 5 mm) and
the same geometrical contraction and expansion ratios (Cc ""

11100 and Ce "" 1.44, respectively). Hence, the velocity profile
determined from fully wetted flow measurements with artificial
seeding using the LDV is also very similar in the two venturis
and the corresponding minimum pressure developed is in both
cases Plmin "" - 35 kPa. The most important fluid mechanical
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Fig. 5 Block diagram of the information flow in the CSM Signal Pro·
cessor

difference between the two venturi tubes is the different length
of the exit section, much shorter in the venturi No.1 (only a
few mm) than in the venturi No. 2 (about 3 cm). As a con
sequence, the flow in the second venturi is considerably more
stable with respect to the insurgence of cavitation-separation.

3 Data Acquisition and Reduction
A simplified block diagram of the CSM signal processing

and data acquisition is shown in Fig. 5. The output of the
photomultiplier is band-pass filtered for separating the Dop
pler frequency from the electronic noise and sent to the CSM
Signal Processor, where it is amplified before entering the
threshold circuits. Here a zero level and two couples of ad
justable, symmetric threshold levels are used to reject the re
sidual noise and to discriminate valid Doppler bursts coming
from a velocity tracer from the ones coming from a cavitation
event. For simplicity cavitation events will be indicated as
bubbles and velocity tracers as particles, although in practice
smaller cavities probably represent the majority of the velocity
tracers recognized by the CSM Signal Processor during a typ
ical CSM run. The information from the threshold circuits is
used by the Signal Processor to control five counters and to
generate, collect and temporarily store in real time the follow
ing data:
• when a cavitation event (bubble) is recognized:

1 the occurrence time measured from the beginning of the
run (bubble elapsed time, Tb );

• when a velocity tracer (particle) is recognized:
1 the occurrence time measured from the beginning of the

run (particle elapsed time, Tp );

2 the duration of the Doppler burst (particle gate time,
Tg );

3 the number of zero crossings of the Doppler burst N zc;
4 the upstream water pressure Pu;

A maximum of 1024 cavitation bubbles and velocity tracers
can be independently recorded at a maximum acquisition rate
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of about 10000 events per second. At the conclusion of each 
run the data collected by the CSM Signal Processor are serially 
transferred to the microcomputer for final acquisition, storage 
on a magnetic disk and reduction. 

The data reduction develops through the following steps: 
1 zero crossing validation and statistical filtering of the 

Doppler frequency and upstream pressure data; 
2 computation of the average potential core velocity, of 

the potential core velocity data standard deviation and 
of the boundary layer thickness; 

3 computation of the average throat pressure and of the 
throat pressure data standard deviation; 

4 validation of the arrival times of cavitation events and 
velocity tracers; 

5 computation of the observed and expected occurrence 
frequency distributions of the delay times between cav
itation events; 

6 computation of the unstable nuclei concentration and of 
its standard deviation. 

During the first step Doppler frequency data are computed by 
dividing the number of zero crossings of each burst by twice 
its duration. To reject spurious bursts, only counts with a 
preselected minimum number of zero crossings are used (zero 
crossing validation). Both the Doppler frequency data and the 
upstream pressure data contain a relatively small number of 
outliers due to various noise sources in the electronics. In 
addition, the Doppler frequency data may sometimes contain 
a significant number of low frequency readings from scatterers 
deep inside the venturi boundary layers. To eliminate the noise 
and to isolate the velocity information primarily coming from 
the venturi's potential core the Doppler frequency data are 
statistically filtered by only retaining those readings whose 
deviation from their average values does not exceed a preset 
multiple of their standard deviation (usually three standard 
deviations). The same procedure is also applied to the upstream 
pressure data, leading to the determination of the average 
upstream pressure ~pu and of the upstream pressure data stand
ard deviation oPu. 

The computation of the average potential core velocity, of 
the potential core velocity data standard deviation and of the 
boundary layer thickness (step 2) is carried out as follows. First 
the observed occurrence frequency distribution of the meas
ured velocity data is calculated in the form of a histogram 
chart. When boundary layer effects are important and their 
role is not masked by other factors, this distribution is neg
atively skewed and therefore its third central moment is neg
ative. If this is not the case the expected value and the standard 
deviation of the observed distribution are simply used to com
pute the average potential core velocity «, and the standard 
deviation of the potential core velocity data aUt, while the 
boundary layer thickness 5 is taken to be zero. Otherwise, 
assuming uniformly distributed scatterers throughout the ven
turi cross-section, a theoretical probability distribution of the 
measured velocity is derived that parametrically depends on 
u„ aU/ and the ratio of the boundary layer thickness to the local 
duct radius b/R,. These parameters are then determined by 
fitting the theoretical distribution to the observed one. This 
process results in a slightly higher estimate of the average throat 
velocity and in a small reduction of the standard deviation of 
the throat velocity data depending on the value of the param- • 
eter b/R,. 

The venturi throat pressure p, (step 3) is deduced from the 
measurements of the upstream pressure pu and of the throat 
velocity u, using Bernoulli's equation for ideal, incompressible, 
steady, fully wetted flow. An unavoidable problem associated 
with this technique is that the throat pressure, being inherently 
small compared to the upstream pressure and the kinetic pres
sure drop, is expressed as the difference of two almost equal 
quantities. Thus, small relative errors in the evaluation of these 

quantities lead to a much larger relative error for the throat 
pressure. The statistical analysis for the determination of the 
average value p, and the standard deviation aPt of the throat 
pressure data p, is carried out assuming that the two inde
pendent data populations pu and u, are normally distributed 
about their average values pu and u,, with variances a2

p and 
(?Ut, respectively. 

Clearly, the arrival times of LDV bursts are monotonically 
increasing and, in steady conditions, approximately propor
tional to their index. These properties are used to validate the 
data and to assess the uniformity of both the sample and the 
test conditions. First, the linear regression curve of the arrival 
times as a function of their index is calculated. Then, the data 
which are not in monotonically increasing order and whose 
deviation from the regression line is the largest are eliminated, 
in order to eliminate spurious readings (step 4). 

The observed frequency distribution of the time t between 
successive cavitation events is calculated and a histogram chart 
is constructed by sorting the Nb data in, say, M groups equally 
spaced in time for comparison with the expected Poissonian 
exponential distribution f(t) = Nb~vbe~Vb', where ub = Nb/ts 
is the average arrival rate of cavitation events during the sam
pling time ts (step 5). Finally, the volume flow rate q = A,ti, 
is used to estimate the unstable nuclei concentration n{pt) = 
Nb/tsq and its standard deviation o„ = ^JWb/tsq (step 6). 

4 Experimental Procedure, Results, and Discussion 
The calibration of the CSM system has been carried out 

using a mercury barometer for the upstream absolute pressure 
transducer and a rotating disk in air as a source of a finely 
controlled velocity field for the LDV. The overall accuracy 
(linearity plus repeatability) of the calibrations was better than 
200 Pa for the upstream pressure transducer over the range 20 
to 160 kPa, and 0.05 m/s for the LDV over the range 9 to 22 
m/s. Thus, in general, the CSM instrumentation error was 
always negligible with respect to the inherent dispersion of the 
measured quantities. 

The experimental procedure for measuring the water quality 
with the CSM is relatively simple. The water source is connected 
to the CSM test section with the shortest possible tubing, taking 
care to avoid abrupt changes of the duct internal section. An 
overflow line is also used to reduce as much as possible the 
transfer time of the sample to the CSM. The temperature of 
the sampled water is measured with a thermometer and its air 
content with a manometric van Slyke meter before each CSM 
run. 

The location of the LDV focal point is very important for 
obtaining high quality repeatable results from the CSM. Ex
perience showed that the best location is at the end of the 
venturi throat section. This choice provides better LDV signal 
strength, due to the larger size of the scattering bubbles, with 
acceptable dispersion of the velocity data. The electronic set
tings also are of crucial importance for the operation of the 
CSM, since they determine the number of LDV bursts rec
ognized and counted as cavitation events. Proper choice of 
these settings depends on the correlation of the scatterer size 
to its LDV signature and on the definition of a general criterion 
for discriminating in dynamic conditions unstable cavitating 
nuclei from stable ones. This first aspect can be partially ad
dressed by calibrating the LDV signal from cavities of known 
sizes, for example by monitoring the sampled water with hol
ographic methods (d'Agostino et al., 1989; d'Agostino and 
Green, 1989). The discrimination of unstable cavitating nuclei, 
however, is essentially equivalent to the definition of the cav
itation inception conditions, which is still an open problem in 
cavitation research. Until these two problems are satisfactorily 
solved, the selection of the electronic settings of the CSM 
remains, at least to some extent, arbitrary. In the present case 
the electronic settings were chosen trying to optimize the re-
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DATA INDEX, I 

Fig. 6 Doppler frequency data lD as a function of the data index / in a 
typical CSM run. The data refer to a tap water sample with initial pressure 
p„ = 1 atm, temperature T = 21 °C, air content « = 20.5 ppm, throat 
pressure p, = - 1 5 kPa and velocity u, = 14.8 m/s. 

if " 

• J IN 

k 
THROAT VELOCITY m/s 

Fig. 7 Observed distribution of filtered throat velocity data (histograms) 
compared to the Gaussian distribution (solid line) of equal mean and 
standard deviation for the data sample of Fig. 6 

sponse of the electronics and to ensure the applicability of the 
same settings to the whole range of the expected operational 
conditions. 

The results reported in this section have been obtained testing 
tap water in the venturi tubes No. 1 and No. 2 briefly described 
in the previous section. Three different flow regimes have been 
observed: 

• travelling bubble cavitation; 
• cavitation-separation and sheet cavitation; 
• spot and resonant cavitation. 

Clearly only the first one is the nominal operational regime of 
the CSM where meaningful water quality measurements can 
be made. The others involve unwanted phenomena, which 
often perturb the flow conditions in an uncontrollable way 
and prevent the possibility of reliably measuring the active 
cavitation nuclei concentration in the sampled water. There
fore, for conciseness, they will not be examined here. 

The traveling bubble flow regime is characterized by the 
random occurrence of cavitation bubbles in the CSM venturi 
and has been observed in both venturi tubes No. 1 and No. 
2. The bubbles start to develop in the bulk of the liquid in the 
upstream region of the venturi's throat section, travel down
stream reaching their maximum size somewhere in the diffuser 
or sometimes in the exit section, and later collapse. Under 
stroboscopic light the bubbles appear approximately spherical, 
at least during their growth phase. The length of the region 
where cavitation bubbles can be observed, their maximum size 
and occurrence rate depend on the flow conditions, clearly 
increasing with the throat tension and the velocity of the flow. 
In the venturi tube No. 2 (the only one where the entire life 
cycle of the cavitation bubbles can be observed) the length of 
the cavitation region ranges from about 5 to 25 mm. The 
maximum size of the bubbles varies greatly and can even be 
comparable to the local diameter of the venturi. Optical ob
servation also indicates that larger bubbles occur when the 
cavitation event rate is relatively low. This behavior suggests 
the possible presence of significant interactive effects among 
the bubbles at high concentrations and is directly related to 
the general problem of flow saturation, which will be discussed 
later. 

Some of the physical raw data and of the reduced data from 
a typical CSM run of a tap water sample with an air content 
of 20.5 ppm at 21°C are shown in Fig. 6 through Fig. 8. The 
water sample, initially at atmospheric pressure, was tested in 
the venturi tube No. 2 at a throat pressure of -15 kPa cor
responding to a velocity of 14.8 m/s. 

The Doppler frequency data in the first plot of Fig. 6 are 
centered about their average value indicated on the scale. The 

0 6.43 X 10 

TIME BETWEEN CAVITATION EVENTS t , s 

Fig. 8 Observed distribution of time intervals between cavitation events 
(histograms) in a typical CSM run compared to the theoretical exponen
tial distribution (solid line) of equal average arrival rate. The data refer 
to the tap water sample of Fig. 6 

dispersion of the data is mainly due to the intrinsic slightly 
unsteady nature of the flow and to the non-uniformity of the 
velocity profile in the venturi. However, this data set also 
contains a small but significant number of low frequency read
ings. Some of these readings do not appear to be randomly 
distributed during the run, but rather seem to occur sequen
tially in small groups. Experience with the operation of the 
CSM indicates that they are probably coming from cavities 
rather than, for example, from small particles normally present 
in the boundary layer. Most likely they are due to bubbles 
originating from the disintegration of small attached cavities 
from surface nuclei under the action of the incoming flow and 
later swept downstream through the LDV probe volume before 
they had time to accelerate to the surrounding flow velocity. 
This conclusion is also supported by the observation that cav
itation events occasionally occur in clusters, which correspond 
to short, almost horizontal stretches in the plot of the bubble 
arrival time data. 

In the second plot (Fig. 7) the histogram chart representing 
the velocity data distribution is compared to the Gaussian curve 
of equal average value and standard deviation. Readings de
viating from the mean more than three standard deviations 
have been eliminated. Note that the observed distribution of 
velocity data seems to follow rather closely a normal distri
bution and does not display any appreciable skewness which 
could be attributed for example to the effects of the boundary 
layers, as previously mentioned. Experience from other runs 
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Fig. 9 Observed distribution of time intervals between cavitation events 
(histograms) slightly deviating from the theoretical exponential distri
bution (solid line) as a consequence of short range bubble interference 
effects 
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Fig. 10 Cavitating nuclei concentration n(pj measured by the CSM as 
a function of the venturi throat pressure p, in a sample of tap water with 
temperature T = 21 °C and air content a = 20.5 ppm 

showed that the skewness of velocity distributions is usually 
small in both directions and probably statistically insignificant, 
as if the biasing effects of the boundary layer were unimportant 
or masked by some other phenomenon. Therefore the estimates 
of the ratio of the boundary layer thickness computed from 
the observed negative skewness of the velocity data distribution 
should be regarded with some skepticism, despite the fact that 
they never gave unrealistic results. 

In the last plot (Fig. 8) the histogram chart representing the 
distribution of the observed time intervals between cavitation 
events is compared to the Poissonian exponential distribution 
expected to describe the occurrence of cavitation when the 
flow conditions are constant and the cavitation events are 
uncorrelated. This comparison provides a way to assess the 
importance of short range nuclei interference effects at the 
throat of the CSM venturi due to the inhibiting action that the 
pressure perturbations from a growing cavity can exert on the 
growth of neighboring nuclei. Clearly, this kind of interaction 
especially penalizes the occurrence of the shortest time intervals 
between successive cavitation events with respect to the the
oretical Poissonian distribution. The data from Fig. 8 do not 
show any evidence of important short range bubble interfer
ence. For comparison, an example of a distribution deviating 
from the expected exponential behavior as a consequence of 
nuclei interference effects is shown in Fig. 9 for a different 
CSM run. In general these effects in CSM flows are not large. 
At most they affect a few percent of the total number of cavities 
and only tend to appear at heavier cavitation rates, when the 
separation between cavitating nuclei is proportionally reduced. 
This is not surprising when considering that the minimum 
average separation of cavitation bubbles is comparable to the 
length of the CSM venturi tube even at the highest cavitation 
rates. Clearly, more cavities are actually present in the flow 
whose LDV signatures are not large enough for them to be 
recognized as cavitation events by the CSM Signal Processor. 
For these cavities short range interference effects are likely to 
be more significant. 

When a large number of cavities is continuously present in 
the cavitation region of the CSM venturi the collective effects 
of the bubble volume changes produce a global, permanent 
increase of the pressure throughout the venturi test section 
(choked flow conditions). In this situation the tube is saturated 
and the maximum tension that venturi tube can develop at any 
given flow rate is reduced, as it will be shown later in this 
section. However, the pressure experienced by any one bubble 
is not appreciably modified by the presence of the neighboring 
ones, since saturation is a large scale effect due to the collective 
contribution of many cavities widely distributed in the flow. 

- 2 0 - 1 0 0 

THROAT PRESSURE p 

10 

kPa 

20 

Fig. 11 Standard deviation of the throat velocity data aUf as a function 
of the throat pressure p, in the tap water sample of Fig. 10 

Therefore this kind of bubble interference will affect the av
erage cavitation rate but will not be reflected in an anomalous 
distortion of the observed distribution of the time intervals 
between cavitation events. Clearly, saturation phenomena tend 
to increase with the concentration of unstable cavitation nuclei 
in the water sample and with the tension they are exposed to 
and impose limitations to the range of liquid quality meas
urements which can be carried out with the CSM. 

An example of the application of the CSM to the measure
ment of the cavitation nuclei concentration as a function of 
the venturi throat pressure by means of repeated runs on a 
sample of tap water at 21 °C with a dissolved air content of 
20.8 ppm is shown in Fig. 10 and Fig. 11. These results are 
generally representative of CSM water quality measurements 
on other tap water samples in similar conditions. At first the 
concentration of cavitation nuclei increases about exponen
tially with the applied tension, as also reported by other in
vestigators (Oldenziel, 1982a; Shen and Gowing, 1985; Shen 
et al., 1986). When the throat pressure is further reduced below 
about - 7 kPa the concentration of cavitation nuclei reaches 
a maximum ranging from 20 to 40 cm"3 and remains nearly 
constant thereafter. The observed behavior of the concentra
tion of cavitation nuclei probably reflects the actual lack of 
cavitation nuclei which become active when the throat pressure 
is lowered below about - 7 kPa. In this case a further decrease 
of the throat pressure would simply produce a more violent 
growth and collapse of the available population of active nu
clei. Larger perturbations would then be induced in the flow, 
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thus generating the parallel increase of the velocity data stand
ard deviation from a previously constant value that is clearly 
apparent in Fig. 11. This interpretation has also been favorably 
tested by comparison of CSM results with holographically 
determined nuclei concentration density distributions 
(d'Agostino et al., 1989; d'Agostino and Green, 1989). Finally, 
note that, assuming in first approximation that the throat 
pressure is correctly measured also in the presence of heavy 
cavitation, the minimum pressure generated by the CSM ven-
turi in the run of Fig. 10 is of the order of -15 kPa and 
therefore considerably higher than the venturi can develop in 
the absence of extensive cavitation. It appears that saturation 
phenomena are responsible for the observed decrease of the 
maximum achievable tension in the venturi and the consequent 
performance limitations. 

At given settings of the CSM the accuracy in the determi
nation of the water quality is due to the errors in the meas
urement of the cavitating nuclei concentration and of the 
average throat pressure. With good approximation the throat 
pressure data are normally distributed and the occurrence of 
cavitating nuclei is a Poisson process, provided that the flow 
conditions are constant during the run. Then, both the above 
errors are inversely proportional to the square root of the size 
of the data sample (Browlee, 1960) and therefore can be sig
nificantly reduced by averaging the measured quantities on a 
sufficiently large number of data. Since the number of filtered 
data is usually close to 900, the relative r.m.s. error of the 
measurement of the cavitating nuclei concentration is rather 
small, of the order of a few percent. The standard deviation 
of the throat pressure data is quite large in relative sense due 
to the inherent dispersion of the throat velocity data and to 
the small value of the pressure at the CSM venturi throat. 
Values of about 5 to 10 kPa for the standard deviation of the 
throat pressure data are representative of the results usually 
obtained from CSM runs. As mentioned earlier, this value 
must be divided by the square root of the sample size in order 
to obtain the standard deviation of the average throat pressure. 
With the same size of data sample as previously assumed the 
corresponding error in the determination of the average throat 
pressure is therefore of the order of a few hundred Pascals. 
The above expected errors are both relatively small, but it 
should be born in mind that they strictly refer to the meas
urement process alone. In a broader sense the indetermination 
in the measurement of the water quality also includes the effects 
of the uncertainties in the relationship between the LDV signal 
intensity and the size of cavitating bubbles and in the discrim
ination of unstable nuclei from the stable ones. The former 
of these effects is related to the specific nuclei detection tech
nique used in the CSM and could presumably be resolved to 
some extent by calibrating the instrument response with cavities 
of known sizes, as previously suggested. The latter is instead 
shared by all currently devised techniques of cavitation nuclei 
detection. The inclusion of all error sources involved makes 
the measurement of the liquid quality with CSM's (and with 
other alternative methods) considerably more uncertain than 
it would first appear from the above considerations. 

5 Conclusions 
The following conclusions can be drawn from the available 

experience on the CSM system at the present stage of the 
project: 
• three different flow regimes have been observed in the CSM 

venturi tube: 
1 travelling bubble cavitation (during normal operation); 
2 cavitation-separation and sheet cavitation; 
3 spot and resonant cavitation. 

8 the proposed design concept has been successfully dem
onstrated in all its components; 

® the CSM is able to measure the concentration of active 

cavitation nuclei as a function of the throat pressure over 
an extended range of applied tensions; 

• the maximum value of the tension currently attainable ( - 35 
kPa) is often insufficient for cavitating waters with rela
tively low nuclei content; 

9 at high nuclei concentrations flow saturation produces a 
generalized increase of the pressure and a parallel decrease 
of the velocity throughout the venturi throat section and 
therefore limits the performance of the CSM by reducing 
the maximum value of the tension exerted on the liquid; 

» contrary to preliminary expectations, the arrival of cavi
tation events remains nearly Poissonian also at high cav
itation results. Therefore saturation does not produce 
important short range interference effects between cavi
tating nuclei nor, consequently, poses significant limita
tions to the measurement of the concentration of active 
cavitation nuclei other than those due to the reduction of 
the maximum tension applied to the liquid; 

9 the maximum measurable concentration of active cavita
tion nuclei in the water samples tested so far appears to be 
limited by the available supply of nuclei in the samples 
rather than by the occurrence of saturation; 

9 active cavitation nuclei concentrations up to about 40 cm -3 

have been recorded with little evidence of short range in
terference effects between cavitating bubbles; 

9 the flow is very sensitive to laminar separation in the dif-
fuser, which limits the minimum throat pressure currently 
attainable to about - 35 kPa; 

9 cavitation-separation and sheet cavitation frequently in
terfere with the normal operation of the CSM; 

9 the possibility of measuring the velocity of individual cav
ities at the venturi throat represents a powerful and unique 
mean for discriminating the cavities produced by free-
stream nuclei from the ones originated from surface nuclei 
and for introducing corrections to the CSM measurements 
when necessary; 

9 the possibility of recording the transit time of cavitating 
bubbles is extremely useful to assess the importance of short 
range interference effects from the statistical properties of 
the cavitation process; 

9 the measurements of the cavitation nuclei number concen
tration density distributions in tap water samples obtained 
using the CSM show little dispersion and good repeat
ability; 

9 comparison of the CSM with a reliable nuclei detection 
method (holography) is indispensable in order to "prop
erly" choose the electronic thresholds for the discrimina
tion of cavitation events and in order to correctly interpret 
some of the observed results. 
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Some Characteristics of Flow Past 
Backward Facing Steps Including 
Cavitation Effects 
Backward facing steps were used to study experimentally the effects of expansion 
ratio and Reynolds numbers on the incipient cavitation indices. For small changes 
in the expansion ratio, significant changes in incipient cavitation index were observed. 
The effect of cavitation and expansion ratio on the frequency of vortex shedding 
and pressure distribution downstream of flow separation were also obtained. The 
dependence of the flow characteristics like the reattachment length, the frequency 
of vortex shedding and the pressure distribution downstream of the step were ob
tained under noncavitating conditions. In the present study, the range of Reynolds 
numbers has been extended to values which are normally encountered in prototype 
installations. 

General Remarks 
Separated flows associated with boundary discontinuity re

sult in highly turbulent recirculating flows and are of consid
erable interest in many branches of engineering. Examples 
include, flow over surface discontinuities such as slots and 
steps, flow along the walls of rapidly expanding diffusers, and 
flow past blunt structures. Flow separation can cause signif
icant energy losses. In fact, sudden enlargements in flow sys
tems have been effectively used as energy dissipators. The 
optimum performance of fluid machinery can be predicted by 
a better understanding of the characteristics of flow separation. 
Further, flow separation occurs just prior to or at maximum 
loading conditions (Chang, 1970). Flow past backward facing 
steps exhibit well defined regions of flow separation and reat
tachment. The resulting complex turbulent flow field can sig
nificantly change the local wall pressure field besides exhibiting 
unsteady low frequency behavior. The intense vortical action 
present may lead to inception of cavitation. Hence, the flow 
field generated can be a major source of flow induced vibra
tion, noise, and cavitation. 

Previous Studies 
Noncavitating Flows. Numerous studies dealing with non

cavitating flow past backward facing steps have been reported. 
Extensive reviews like those of Bradshaw and Wong (1972), 
Eaton and Johnston (1981) and Simpson (1989) are available 
in literature. With the advent of the Laser Doppler velocimeter 
system, the problems associated with measurements in the re
versed flow region have been effectively overcome. This has 
resulted in the availability of some new experimental infor
mation related to the behavior of separated flows (Adams, 
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1988; Durst and Tropea, 1982; Etheridge and Kemp, 1978, 
Isomoto and Honami, 1989; and Stevenson, 1984). 

Kim (1980), Moss and Baker (1978), Narayanan (1974), Tani 
(1961), and Westphal (1984) have presented the pressure dis
tribution downstream of a backward facing step. Adams (1988) 
studied the effect of the separating shear layer thickness on 
the structure of the flow in the reattachment region down
stream of a backward facing step and found that the wall 
pressure profiles were insensitive to the nature of the boundary 
layer. The pressure profiles depended only on the parameter 
d/h, where 5 is the boundary layer thickness ahead of sepa
ration and h is the height of the step. Based on 8/h, Bradshaw 
and Wong (1972) have suggested a "strength of perturbation" 
criterion for classifying flows with separated regions. 

Driver (1987), Eaton (1982), Farabee (1984), Greshilov 
(1969), Katz (1982), and Rockwell (1979) studied the effects 
of flow past backward facing steps on the downstream wall 
pressure fluctuations. Eaton (1982) reports that Tani (1961) 
did not observe low frequency motions for flow past backward 
facing steps. Driver (1987) noted a global flapping of the shear 
layer which appeared to contribute little to the fluctuating 
energy. He also observed a second type of fluctuating vortical 
motion and found that a major portion of the energy in the 
flow resides in the frequencies characteristic of roll-up and 
pairing of vortical structure. Rockwell (1979) has suggested 
that the low frequency motions may be a result of the oscil
lations of the shear layer induced by the feed back of the 
disturbance from the impingement point to the separation 
point. For a small range of expansion ratios, Mabey (1972) 
formed a modified Strouhal number based on the length of 
the separation bubble and the free stream velocity, which ap
peared to display an almost universal trend. The effect of 
Reynolds number on the values of Strouhal number S = fhf 
U at various expansion ratios have not been obtained. 
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Table 1 Summary of some previous studies involving cavitation in sep
arated flows 
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Fig. 1 Flow past a backward facing step 

Several methods have been used to obtain the reattachment 
lengths Xr (Fig. 1) behind backward facing steps. Narayanan 
(1974) used a surface-oil flow observation and reports that Xr 

varied from 5.8-6.4 step heights for 1.01 < ER < 1.14. Based 
on surface-oil flow visualization, Baker (1978) reports a value 
ofXr/h = 5.8 for ER = 1.1. Westphal (1984), Adams (1988), 
Driver (1987) used a thermal tuft probe to determine the near-
wall instantaneous flow direction. This device was used to 
determine Xr based on the assumption that reattachment occurs 
at the point where the flow direction is downstream 50 percent 
of the time. Using a Laser Doppler anemometer, Durst and 
Tropea (1982) obtained Xr for a range of expansion ratios by 
extrapolating the line of zero velocity to the wall. With the 
help of a special skin friction probe, Westphal (1984) also 
determined Xr by finding the position where the skin friction 
coefficient was zero. These values of Xr compare favorably 
with the reattachment lengths obtained by the thermal tuft 
probe and pulsed wire anemometer. 
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0.16 cms 

l 4 " 5 h — l * 
1 h 
P T Q 

STEP 1 
Aspect ratio =8.0 
Expansion 
ratio = 1.07 
h = 0.635 cms 

STEP 2 
Aspect ratio = 4.0 
Expansion 
ratio = 1.14 
h = 1.27 cms 

Fig. 2 Step models 

Cavitating Flows. Literature dealing with cavitation in sep
arated flows associated with boundary discontinuities are lim
ited. Table 1 gives a summary of some of the existing results 
related to cavitation in separated flow regions. Vigander (1965) 
and Appel (1961) studied cavitation along the surface of sep
aration in two-dimensional sudden expansions and found that 
cavitation stabilizes the vortices formed against further 
breakup. Lush (1975) studied the sound generated by cavitating 
flows past a backward facing step. Arakeri (1981) investigated 
the inception of cavitation downstream of an axisymmetric 
backward facing step having an hemispherical forebody. For 
a similar model, Katz (1982) observed that cavitation appeared 
in the form of a ring that surrounded the body. He also ob
tained the incipient indices over a range of Reynolds numbers. 
Ball (1974) studied the incipient cavitation damage in sudden 
expansions (2 < ER < 6) using orifices in pipelines. Several 
studies have been reported on the characteristics of flow past 
cavitating bluff bodies (Balachandar, 1990; Shalnev, 1977; 
Varga, 1966; Oba, 1981; Ramamurthy, 1977; Young, 1966; 
Narayanan, 1984). In the case of sharp edged bluff bodies, it 

N o m e n c l a t u r e 
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Fig. 3(b) Typical span-wise velocity measurements 

was observed that cavitation produces negligible effects on the 
vortex shedding frequency with decreasing cavitation number 
o- down to as low as half the incipient value. At very low values 
of o, vortex shedding was found to be random and highly 
intermittent. At choking conditions, no distinct vortex shed
ding frequency could be discerned from the power spectra of 
the pressure fluctuations. Recent visual observations in the 
wake of bluff bodies also indicate that the vortex appeared to 
be stabilized from breaking up in the partially cavitating regime 
of flow (Ramamurthy, 1990). 

In the present study, two background facing steps (Fig. 2) 
were used to study the effect of expansion ratio (ER) on in
cipient cavitation indices 07 at various Reynolds numbers. The 
effect of cavitation on the frequency of vortex shedding and 
pressure distribution downstream of separation was also ob
tained and in these tests, the Reynolds number of the flow was 
maintained constant at 1.28 x 105 and 0.77 x 10s for ER = 
1.14 and 1.07, respectively. The corresponding ratio of the 
boundary layer thickness to the step height were of the order 
of 0.15 and 0.20. The dependence of the flow characteristics 
like the reattachment length, the frequency of vortex shedding, 
and the pressure distribution downstream of the step was also 
obtained under noncavitating conditions. In the present study, 
the range of Reynolds numbers has been extended to values 
which are normally encountered in prototype installations. 

Experimental Setup and Procedures 
Water Tunnel and Test Models. A schematic of the water 

tunnel used is shown in Fig. 3(a). A ten to one contraction 
was provided to obtain a uniform flow at the test section. The 
test section was 101.6 mm high, 50.8 mm wide, and 508 mm 
long. Wall static pressures were measured with 0.5 mm di
ameter pressure taps, typically spaced 1.27 cm apart located 
on the floor of the test section. The test section side walls were 
fitted with plexiglas windows. Preliminary experiments were 
made to check the quality of flow in the test section in the 
absence of the test model. Figure 3(b) shows typical Laser 
Doppler Velocimeter (LDV) measured span-wise velocity dis
tributions. The velocities were uniform over the mid 80 percent 
of the span and the ratio of the centerline velocity to the average 
velocity was of the order of 0.94. This is a good indication of 

Mean diameter: 14.2 Microns 
Mean velocity: 5.65 m/s 

D i a w e t e r t H i c r o n s ] 

Mean diameter: 18.6 Microns 
Mean velocity: 7.88 m/s 

Fig. 4 Typical cavitation nuclei measurements 

the two-dimensionality of the flow in the test section. The 
turbulence level in the test section varied from 1 to 3.5 percent. 
The higher values of turbulence intensities occurred only in a 
few tests, when the pressures in the test section were very low 
and were generally associated with very low values of a. 

The backward facing step models used in the present study 
are indicated in Fig. 2. Machined steps of heights 0.635 cm 
and 1.270 cm resulting in expansion ratios ER of 1.07 and 1.14 
were used. The models were placed on the floor of the test 
section and spanned its entire width. Several pressure taps were 
provided along PQ (Fig. 2) to obtain the pressure distribution 
in the separated bubble region. 

Pressure Pulsation Measurements. The frequency of pres
sure pulsations in the cavity was obtained with the help of 
pressure transducers located close to the edge of free shear 
layer and along the bottom wall of the separated region. The 
pressure signals were fed to a Fast Fourier Transform Analyser 
(Wavetek, 5830-A) to carry out the spectral analysis. A stro
boscope (Bruel and Kjaer, Type 4912) and a battery of powerful 
lights were used to aid visual observation. 

Velocity Measurements. Use was made of a TSI Laser Dop
pler Velocimeter (LDV) system in the forward scatter mode to 
obtain the velocity distributions in the test section. The system 
includes a 15mW He-Ne laser having a wavelength of 632.8 
nm, a system of transmitting and receiving optics, a photo-
detector, and a signal processor (IFA 550) interfaced to a 
personal computer. To measure the reverse velocities in the 
separated regions behind the backward facing steps, a standard 
frequency downshift of 2 MHz was used. The LDV system 
and the data analysis software were also calibrated directly 
using a specially fabricated nozzle unit (Balachandar, 1990). 
The reference mean velocity UKi, ahead of the step was ob
tained from the discharge measurements and verified by LDV 
measurements. 

Cavitation Nuclei Measurements. The presence of imper
fections or weak spots in liquids, commonly denoted as "cav
itation nuclei" influences the scaling laws. The weak spots 
prevent the liquid from supporting higher tensions. Studies 
indicate that two forms of cavitation nuclei i.e., stream nuclei 
and surface nuclei influence the cavitation process. The cav
itation nuclei measurements were made with a Laser Particle 
Dynamics Analyser (PDA). The-PDA system (DANTEC Inc.) 
is an extension of the LDV system. The transmitting optics 
essentially resembles that of the LDV system with the 40 MHz 
Bragg cell being an essential part of the optic train. The re-
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Fig. 5 Streamwise mean and fluctuating velocity measurement (ER = 1.07) 

ceiving optics includes a system of 3 photomultiplier tubes 
(PM tubes) located at different scattering angles. The signals 
received at the PM tubes have a phase difference which is 
linearly dependent on the particle diameter. The system of 3 
PM tubes assist in data validation checks and aid in the dis
crimination of spherical particles from other particulates. The 
mean diameter of the spherical particles ranges from 14 to 20 
micrometers and does not vary over the range of velocities 
covered by the tests (Fig. 4). Qualitative relationships between 
cavitation inception and nuclei have been developed by Holl 
(1970) and Gates et al. (1979). As rightly pointed out by Blake 
(1986), beyond a rather notional relationship between nucleus 
population and cavitation, there is no rigorous theory in hy-
drodynamic cavitation that satisfactorily explains or accounts 
for the influence of nuclei in a quantitative sense. 

Cavitation Inception Detection. Cavitation inception was 
detected visually by noting the occurrence of a few minute 
bubbles. In the present study, no significant cavitation hys
teresis was distinguishable. The incipient condition was ob
tained at each velocity by reducing the free stream pressure 
until cavitation began to occur in the wake and then increasing 
the pressure until cavitation just disappeared or occurred in
termittently. This state of cavitation was generally accom
panied by the intermittent presence of a sharp crackling noise 
which was detected with the help of a stethoscope placed on 
the plexiglas window close to the free shear layer. 

Other Measurements. During each test, the water temper
ature was noted to the nearest 0.25°C. The air content ranged 
from 11 to 17 ppm. The air content was estimated by obtaining 
the dissolved oxygen content using a YSI-57 D.O. meter (Mor
gan, 1972). During any specific run, the change in air content 
was negligibly small. The rate of flow was measured with the 
help of a calibrated venturimeter or a V-notch. The depth of 
flow over the notch was measured to the nearest 0.1 mm. The 
accuracy of discharge measurement is estimated to be 3 percent. 
Based on a 20:1 odds, the maximum uncertainties in the re
ported values of the cavitation number and the pressure coef
ficients are estimated to be 3.5 percent (Kline, 1985). The 
maximum uncertainties associated with the Strouhal number 
are of the order of 2 percent. 

Analysis of Results 
Velocity Measurements and Reattachment Length. Figure 5 

shows the LDV measurements related to the streamwise mean 
velocity distribution, downstream of the backward facing step 
at ER = 1.07. The Reynolds number Re = UKth/v was 0.61 
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Fig. 6 Typical streamline plot behind backward facing steps 
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Fig. 7 Variation of reattachment length with Re 

x 10 . In Fig. 5, at any location, the velocities were normalized 
by the maximum velocity C/raax measured at that particular 
section. The velocity distribution typically resembles the meas
urements reported in previous studies (Eaton et al., 1988). As 
observed in other studies, the maximum reverse velocities were 
of the order of 0.2 UK{. Furthermore, at the Reynolds number 
indicated in Fig. 5, the boundary layer shape parameter H = 
5i/82 slightly ahead of separation was 2.2. However, the Clau-
ser parameter G at X/h = 7.4 had a value of 19.6. This 
indicates that the recovery of the shape parameters of the 
reattached layer to that of a flatplate boundary layer does not 
occur immediately. In fact, Bradshaw and Wong (1972) report 
that the recovery was not complete even at 52 step heights 
downstream of separation. Figure 5 also shows the streamwise 
fluctuating components u' measured at Re = 0.61 x 105. The 
maximum value of u' increased with increasing X/h up to 
reattachment beyond which it decreased. Similar streamwise 
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mean and fluctuating velocity distributions were also obtained 
at an expansion ratio of 1.14. 

Using sketches such as Fig. 5, the loci of the streamwise zero 
mean velocity line were obtained and extrapolated to the wall 
to obtain the reattachment lengths. Figure 6 shows a typical 
loci of the zero mean velocity line. Also shown in Fig. 6 are 
a plot of the streamlines behind the backward facing step at 
ER = 1.14. Here, the stream function ^ is normalised by 
UreSh. In many cases, the value of Xr was also confirmed by 
obtaining the streamwise velocity measurements in the neigh
borhood of the reattachment zone and locating the section 
where the velocity was almost zero most of the time. To this 
end, the probability density functions of the velocity meas
urements were obtained by operating the signal analyser (IFA 
550-TSI Inc.) in a real time mode. Figure 7 shows the variation 
of Xr with Re. As one would expect, Fig. 7 shows that Xr has 
a very minor dependence on Re for the higher ranges of Re 
tested. It may be added that, in the present study, the range 
of Re has been extended to larger values. Also shown in Fig. 
7 are the values of Xr obtained from several other previous 
studies. At lower Reynolds numbers (Re < 0.5 x 105) param
eters such as the shape factor can have a dominant influence 
on the characteristics of separated flows and render the value 
of Xr/h to be highly dependent on Re. Fortunately, in field 
applications, the Reynolds number of the flow will be high 
and its influence on Xr is marginal. Hence, one can predict 
the value of Xr with a higher degree of confidence. 

Figure 8 shows the relation between the maximum values of 
(«'/[/)max with X/Xr through the reattachment zone. Inspite 
of the varying trends displayed by these relationships ahead 
of the reattachment, the data seem to collapse to a single curve 
downstream of reattachment (X/Xr > 1.0). 

Mean Pressure Distribution. Figure 9 shows the static pres
sure distribution along the floor of the separated flow region. 
In an attempt to obtain a universal distribution (Roshko and 
Lau, 1965), the abscissa is represented as X* = (X - Xr)/ 
Xr and the ordinate is represented as Cp. Here, Cp is defined 
as 
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Fig. 10 Variation of C* with X* at different expansion ratios 
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(1) 

where, Cp is the pressure coefficient ( = (P - Pref)/0.5pt/ref) 
normalized by the upstream dynamic head and Cpmin is the 
minimum value of Cp occurring along PQ in Fig. 1. For the 
range of Re covered, it is clear from Fig. 9 that Re does not 
appear to have a dominant effect on Cp, especially ahead of 
reattachment. A similar behavior was also noticed at ER = 
1.14. 

Figure 10 shows a similar pressure distribution obtained 
from several previous studies which indicates that there are 
distinct trends downstream of reattachment. There are several 
parameters affecting the flow and as noted by Adams (1988), 
"the concept of a universal pressure rise curve for the entire 
region of reattachment region is valid only in the limit as 8/h 
— 0." Further the data of Adams (1988) also indicate that the 
larger the value of b/h, the earlier the pressure curve departs 
from the suggested "universal" curve. 

Figure 11 shows the variation of Cp with X/h, at Re = 1.28 
x 105 and different degrees of cavitation. The mean pressure 
distribution curve obtained from noncavitating flow conditions 
is also shown in Fig. 11. In general, the values of Cp obtained 
under cavitating conditions are slighty lower than those ob
tained under non-cavitating conditions. From previous studies 
related to cavitating flow past bluff bodies (Streeter, 1961), 
one notes that as a ( = (P - P„)/0.5 p U%i) is decreased to 
very low values (a — 0), the cavity formed by the separating 
streamline tends to be longer. Consequently, for step flows, 
the rate at which the flow expands downstream of the step is 
expected to be lower, at lower values of a (a « a,). As a result 
of this, the pressures in the expanding flow will be lower for 
a < Oj than for the case a » a,-. The pressure being continuous 
across the separating streamline, the cavity pressures are ex
pected to be lower for a < a,- than for the case a » a, which 
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inturn renders the wall pressures to be lower for cavitating 
flows than for non-cavitating flows. A similar behavior is also 
found to occur at the ER 1.07. 

Figure 12(a) shows the variation of Strouhal number S with 
Re for the two expansion ratios under noncavitating condi
tions. For a single value of Re = 37,000 and an expansion 
ratio of 1.13, Driver (1987) obtained a Strouhal number of 
0.098. This appears to qualitatively follow the trend obtained 
in the present study. Figure 12(a) indicates a decreasing trend 
with increasing Re. This is in contrast to flow past sharp-edged 
bluff bodies where the Strouhal number is almost independent 
of Re. The flow pattern in the separated region is quite different 
in the two situations. In the case of bluff bodies, the flow 
contracts immediately after separation while the flow expands 
after separating at the step edge. More significantly, there is 
a considerable interaction between the two separating shear 
layers and there is an effective organization of the flow pattern 
behind bluff bodies, resulting in an alternate vortex shedding 
mechanism and the formation of the well known Karman vor
tex street. Similar organization mechanisms are absent in the 
case of flow past a backward facing step. However, in the case 
of backward facing steps, it has been suggested by Rockwell 
(1979) that due to impingement of the shear layer resulting in 
a feed back mechanism, a possible organization of flow could 
result in low frequency oscillations. 

Figures 12(b) and 12(c) show the variation of Strouhal 
number S with a for the two expansion ratios. With decreasing 
a, the value of S decreases. Comparing with cavitating flow 
past sharp-edged bluff bodies, the value of S does not remain 
constant at the noncavitating value for a > 0.5 a,- (Balachandar, 
1990). In the case of backward facing steps, the values of S 
begin to decrease slightly ahead of inception. Beyond incep
tion, the value of S drops rapidly. The differences in the de
pendence of S on <x, between a bluff body and a backward 
facing step are .a consequence of the difference in the nature 
of vortex shedding stated earlier. 

With the onset of cavitation, the presence of vapor in the 
core of the vortices aided visual observation. These observa
tions indicate that the visible portion of the vortices appear 
closer and closer to the step edge with decreasing a. At very 
low values of a, cavitation bubbles are visible at the step edge 
and further decrease in a results in the separating region pre
senting a foamy appearance. The flow is essentially choked at 
this stage and there is the absence of a dominant frequency in 
the pressure records. A similar trend has also been noticed in 
the case of flow past sharp-edged bluff bodies (Ramamurthy, 
1990). 

Figure 13 shows inception cavitation indices 07 for the back
ward facing steps (h = 0.635 and 1.27 cms) obtained at various 
Reynolds numbers for the two expansion ratios. The values 
of ff, are essentially constant for the range of Re tested. As in 
the case of flow past bluff bodies, inception of cavitation is 
accompanied by the presence of a sharp crackling noise. Some 
remarks regarding inception behind backward facing steps are 
in order. At inception, span-wise vortex like filaments were 
visible in the shear layer at about 3 or 4 step heights downstream 
of separation. With increasing Re, these vortex like filaments 
appeared closer to the step edge, though the value of 07 re
mained the same. Previous visual observations (Durst, 1982) 
with the use of a dye in non-cavitating flow indicate that the 
shear layer rolled up into vortices and this location of the 
initial formation of the vortices moved upstream with increas
ing Re. From the studies of Driver (1987), one notes that the 
streamwise velocity fluctuations near the wall correlate neg
atively with the velocity fluctuations in the outer part of the 
boundary layer. This is clearly a characteristic of clockwise 
rotating flow. It is conjectured that as the location of the initial 
formation of the vortices move toward the edge of the step, 
the vortices rotating in clockwise direction become smaller in 
diameter and hence have higher rotational speeds. This inturn 
causes the vortex core pressure to reach the vapor pressure 
value earlier along the shear layer and consequently account 
for the inception of cavitation at more upstream locations 
closer to the step edge at higher values of Re. 

Summary and Conclusions 
Under noncavitating conditions, at fairly large Reynolds 

numbers, the reattachment length for the backward facing step 
is found not to be significantly affected by the Reynolds num
ber and is found to be dependent on the expansion ratio. Under 
noncavitating conditions, the Strouhal number of the flow is 
found to be dependent on the Reynolds number. Under cav
itating conditions, the wall static pressure coefficients in the 
separated region are slightly lower than those found under 
noncavitating conditions. The frequency of vortex shedding is 
severely influenced by the cavitation number of the flow and 
at very low values of a, vortex shedding ceases. Inception 
cavitation indices are independent of Re and are found to be 
strongly dependent on the expansion ratio. At inception, span-
wise vortex like filaments are visible in the shear layer at about 
3 or 4 step heights downstream of separation. With increasing 
Re, these vortex like filaments appear closer to the step edge, 
though the value of <r,- remained the same. 
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Corrective Gaseous Diffusion in 
Steady Axisymetric Cavity Flows 
Theoretical results on gaseous convective turbulent diffusion in steady axisymmetric 
flows are found to compare well with experimental results already in the literature. 
The investigation starts with the formulation of a highly idealized "slug-flow" model 
of the process for a quick estimate of the importance of turbulent boundary layer 
convection and for a comparison of previously published experimental and analytical 
results which had revealed order-of-magnitude discrepancies between calculated and 
measured air diffusion rates. Next, an existing two-dimensional convective diffusion 
model is adapted to axisymmetric cavity flow. Good agreement between experimental 
and calculated mass flow rates is found with a proper choice of turbulent diffusively 
from a Launder-Spaulding mixing-length model. The adapted "wrap around" model 
predicts a concentration boundary-layer thickness of the order of the cavity radius 
at the cavity terminus. Consequently, an axisymeetric analysis is also presented. 
From this it is found that the important part of the gaseous mass flow into the 
cavity occurs near the very front of the cavity where the concentration gradients 
are most severe. Downstream flow regions near the cavity are thereby depleted of 
dissolved air and the resulting concentration gradients are greatly reduced. Therefore 
the mass flow rate through downstream cavity surfaces are relatively unimportant 
and the simpler wrap around calculation can give useful engineering estimates of 
total mass flow rates. 

Introduction 
Gaseous diffusion across a cavity surface has long been 

recognized as being fundamental to the understanding of both 
natural vaporous and ventilated full cavity flows because dif
fusion into or out of the liquid can influence the cavity pressure, 
the cavity geometry, the cavitation number and the hydro-
dynamic forces experienced by the traveling body which creates 
the cavity. Moreover, it is generally thought that the main 
source of air in a natural vaporous cavity is diffusion from 
the surrounding supersaturated water. The reentrant jet and 
turbulent mixing at the cavity terminus is mainly responsible 
for air entrainment from the cavity into the wake. Thus, for 
estimates of cavity air mass balance and entrainment rates the 
engineer needs a way to calculate the air mass-flow rate through 
the cavity walls and a number of investigators have already 
given thought to this convective diffusion problem. 

For example, the steady convective diffusion of gases across 
a two-dimensional cavity surface has been used with molecular 
diffusivity by Parkin and Kermeen (1963) to approximate the 
rate of convective air diffusion into a microbubble in a laminar 
boundary layer. Brennen (1969) considered turbulent gaseous 
diffusion into a large two-dimensional cavity using a model 
which accounts for the enhanced diffusivity associated with 
the turbulent shear layer on the cavity surface. Billet and Weir 
(1975) used Brennen's model to calculate the rate of diffusion 
across axisymmetric surfaces. They extended Brennen's two-
dimensional solution to the axisymmetric case by wrapping the 
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two-dimensional solution around the cavity and they found 
their observed diffusion rates to exceed the calculated rates by 
an order of magnitude. They overcame this difficulty by choos
ing a constant multiplicative factor for use with Brennen's 
model. 

Brennen's solution holds that diffusion is augmented by 
intense turbulent mixing within the bounding shear layer on 
the cavity and it is supposed that the turbulence extends all 
along the cavity starting at the separation point, because in 
most practical high Reynolds number cases the extent of lam
inar flow on the cavity surface will be negligible. The solution 
is strictly applicable when the boundary layer on the upstream 
wetted surface has adequate time to grow as, for example, 
behind the trailing edge of a fully cavitated hydrofoil. In other 
cases as when the cavity springs from the sharp leading edge 
of a hydrofoil at small attack angles or as in the Billet-Wier 
experiments on zero-caliber ogives the free shear layer will at 
first be laminar with a small growth rate in the laminar region. 
In these flows of limited extent, convective diffusion with 
molecular diffusivity seems to offer a more realistic model of 
the process. But as we have noted, the laminar shear layer will 
often be of short streamwise extent with the shear layer being 
turbulent thereafter. Consequently, we too shall assume com
pletely turbulent shear layers. 

In order to gain some understanding of the discrepancies 
between analytical and observed mass flow rates discovered 
by Billet and Weir (1975), we first consider a highly idealized 
version of Brennen's model in which we assume that the shear 
layer turbulence causes diffusion to be instantaneous and only 
the dissolved air in the shear layer diffuses into the cavity in 
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number 
0.15 
0.20 
0.25 
0.30 
0.35 

Table 1 Comparison of mass flow rates, m, gm/s 
C/„=1839cm/s (7„ = 910cm/s 

Cavitation Slug-flow Billet and Brennen Slug-flow Billet and Brennen 
model 
0.0036 
0.0033 
0.0030 
0.0029 
0.0027 

Weir (1975) 
0.032 
0.024 
0.019 
0.016 
0.014 

(1969) 
0.0040 
0.0030 
0.0023 
0.0021 
0.0018 

model 
0.0018 
0.0016 
0.0015 
0.0014 
0.0013 

Weir (1975) 
0.024 
0.018 
0.014 
0.012 
0.010 

(1969) 
0.0050 
0.0038 
0.0031 
0.0026 
0.0023 

order to see if convective transport dominates the effect to 
diffusion from the outer flow. Since this idealization excludes 
diffusion from the outer flow, we shall characterize the thick
ness of the entire shear layer by its thickness at the cavity 
terminus. Only the air in a volume of water occupied by this 
moving shear layer enters the cavity. Results from this simple 
"slug-flow" model are then compared with calculations from 
Brennen's theory and experimental data from Billet and Weir 
in order to judge the relative importance of convection in the 
mass flow estimates. 

Second, in order to consider the added influence of con
vective turbulent diffusion in an infinite fluid volume having 
a turbulent diffusivity representative of free shear flows is used 
instead of a molecular diffusivity in Parkin's model. The two-
dimensional calculation is wrapped around the axisymmetric 
cavity in order to permit comparisons with experimental data. 

Third, because of the fundamental difference in the ge
ometry of planar and axisymmetrical flows, we formulate an 
approach and solve for the convective gaseous diffusion across 
an axisymmetric cavity surface. This solution is then compared 
with results from the wrap around model to test the usefulness 
of the simpler result. 

Convective Slug-Flow Model 
Having described the purpose and assumptions of the slug-

flow model we turn to its implementation. Since we assume 
that the quantity of gas available for diffusion into the cavity 
is contained in a tubular slug of fluid we first calculate its 
volume. Let the mean radius of the hollow fluid cylinder be 
a, its length equal to the cavity length, L, and its thickness, 
5, equal to the shear layer thickness at the end of the cavity 
as shown in Fig. 1. This volume is 2-waLb and it is swept 
downstream with a velocity U„, so that a fresh supply of 
dissolved gas becomes available for diffusion into the cavity 
every L/Ua seconds. 

If we denote by c0, the dissolved air concentration difference 
across the cavity surface, and the water solute density by p, 
the resulting diffusion gas mass flow rate is 

m = (2irapL5)c0 -IwapUoadco. (1) 

Mass flow rates calculated from equation (1) are given in Table 
1 for cavities behind zero-caliber ogives. Also tabulated are 

l i l t 11 it 11 111) IT: 

TURBULENT BOUNDARY LAYER 

i . 
3=z 

. CAVITY 
SURFACE 

Fig. 1 Slug flow model for estimating the gaseous diffusion across an 
axisymmetric cavity 

diffusion rates from the Billet-Weir experiments and calculated 
mass flow rates from Brennen's model. The value of the con
centration difference is c0= 14.5 molar parts per million and 
the ogive diameter is 0.635 cm. The calculations and data 
pertain to the free-stream velocities of 1839 and 910 cm/s and 
five cavitation numbers as shown in the table. The tabulation 
shows that the convective diffusion rates from the slug-flow 
model are nearly an order of magnitude less that those observed 
and that the slug-flow rates, which slightly over emphasize 
convective effects, do show some resemblance to calculated 
values from Brennen's model. The Billet-Weir correlating con
stant is not used in these calculations. Evidently the observed 
diffusion rates may be due to convection and also due to 
diffusion from the entire flow field. 

Wrap-Around Diffusion Model 
The first step in the development of this simple model is to 

replace the molecular diffusivity, K, with a turbulent diffusiv
ity, v,, in the two-dimensional result from Parkin and Kermeen 
(1963). Then the air mass-flow rate per unit width of cavity 
surface is 

M2D = 
V7T 

2X1- (2) 

where again, p is the water density, vt, is the turbulent dif
fusivity, c0 is the concentration difference between the free-
stream and the saturation concentration on the cavity surface. 
The dimensionless cavity length is l=L/a, where a is the mean 
cavity radius. The diffusive Reynolds number, X, is given by 
X = U„a/2v,. Wrapping this two-dimensional solution around 
an axisymmetric cavity of mean radius a, we get the total air 
mass-flow rate through the axisymmetric cavity surface to be 

Nomenclature 

a = cavity radius, cm 
A = a constant, see equation (18) 
c = dissolved-air concentration 

difference 
C = molar concentration, parts 

per million 
C0 = concentration on cavity sur

face 
= free-stream concentration 

D = ogive-body diameter, cm 
f(x) = mass flux per unit cavity 

length 

/ = 

M2D = 

PFS = 

q = 
r = 

R = 
Um = 

non dimensional cavity 
length 
total mass flow rate across 
axisymmetric cavity, gr/s 
mass flow per unit width on 
two-dimensional cavity 
free-stream saturation dis-
solved-gas pressure 
source strength 
radius, dimensionless 
radius, dimensional 
free-stream velocity 

x, y, z = dimensionless Cartesian co
ordinates 

«! = free-stream saturation dis
solved gas content, ppm 

j3 = Henry's law constant 
7 = constant of proportionality, 

equation (7) 
5 = free shear layer thickness 
K = molecular diffusivity 
X = diffusive Reynold's number 

•v, = turbulent diffusivity 
w = 3.1415... 
p = liquid density 
a = cavitation number 
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n = 8\ir pvtaco m 2\l-
\ir 

(3) 

For a zero-caliber ogive, the nondimensional cavity length, /, 
and cavity radius are related to the cavitation number, a, ac
cording to Billet, Holl and Weir (1974) by 

/=0.955/ff, (4a) 

and 

a = 0.715D/ou (4b) 

In equation (4b), D is the diameter of the axisymmetric ogive 
body. When these two equations are substituted in to equation 
(3), one finds that 

m=10.14/oc0Z»^ffa34[1.382(X/ff)1/2-0.886]. (5) 

For the turbulent diffusivity we use a simple Launder-Spauld 
ing (1959) mixing length model in which 

r?ii/2 
p,= 

and the mixing length is lm 

' .M'" (6) 
0.075, the rms turbulence level is 

[v ] -0.09C4, and the shear layer thickness is <5. From these 
planar mixing layer relationships we get 

v, = 0.00635i7oo7. (7) 

In the following comparisons the constant of proportionality, 
7, is taken to be unity. Figures 2 and 3 show the variation of 
volume flow rates predicted by equations (5) and (7) and the 
corresponding values observed by Billet and Weir (1975). The 
calculated and experimental trends agree rather well. Of course, 
the present approach applies turbulent mixing which is char
acteristic of the free shear layer to the entire field of flow. 
This fact would enhance the role of diffusion. On the other 
hand, we have found that the present selection of the pro
portionality factor, 7, tends to compensate for this and permits 
the agreement shown for a range of flow parameters. We 
suggest therefore that the present analytical approximation 
may be a useful estimating formula. 

Strictly speaking one can expect a wraparound convective 
diffusion model to be useful only if the concentration boundary 
layer is thin. In the present instance one should require the 
concentration layer thickness to be smaller than the cavity 
radius. In order to examine this point, the concentration dis
tribution normal to the flow direction has been calculated using 
the two-dimensional theory at the end of the cavity. Calculated 
results are plotted in Fig. 4 for flow conditions representative 
of the Billet-Weir (1975) experiments. Figure 4 shows that the 
concentration layer thickness is comparable to the cavity ra
dius. Therefore we expect a wraparound solution to be valid 
for only a short distance downstream of the cavity separation 
point. Fortunately for mass diffusion estimates, it is in this 
region where the diffusion rate is highest so that errors in 
regions downstream of this critical zone may have little influ
ence on the over-all result. Nevertheless, a truly axisymmetric 
solution will have contributing terms which are not found in 
a two-dimensional calculation and one needs to determine their 
importance to the overall diffusion rates. 

0.05 

0.04 
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8 

5 " 0.03 

u 
fe 0.02 
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Fig. 4 Concentration layer profile over a two-dimensional cavity 

An Axisymmetric Model 
Gaseous diffusion across a cavity surface occurs when there 

is a dissolved gas concentration gradient between the free stream 
and the liquid on the cavity surface. If ai is the measured 
dissolved air content in molar parts per million (ppm), then 
by Henry's law, the saturation partial pressure of the gas in 
the free stream is given by 

PFS = CHP, (8) 

where /8 is the value of the Henry's law constant at the water 
temperature. Then the mean concentration difference in molar 
parts per million is 

C = « ! - (9) 

Consider an axisymmetric flow of water containing dissolved 
gases which has the concentration C(X,R) ppm at any point 
in the region R>a, where a is the mean cavity radius. Let the 
undisturbed flow have the velocity U„ in the X direction. In 
the interest of simplicity, all momentum shear layer pertur
bation velocities, u and v in the X and R directions, respec
tively, are neglected. The free-stream velocity and diffusivity 
then apply to the entire flow field. The mass diffusion of gases 
through the constant radius, permeable axisymmetric cavity 
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dc 

V*.^,*,vO " 

PERMEABLE 
AX I SYMMETRIC 
SURFACE 

c = c0 

dc 
dr 

r = 1 
^^^ -^^v. 

^ *• *• - " • *•' * * ' ' x = o x = J! 

Fig. 5 Idealized cavity geometry and boundary conditions 

surface occurs between X=0 and . ¥ = / , as shown in Fig. 5. 
The remaining portions of the cylindrical surface along the X 
axis are supposed to be impermeable to diffusion. On the 
permeable surface let the concentration have a constant value, 
C0, and let the dissolved gas in the water far from the permeable 
surface have a concentration C„. Then the concentration dif
ference c(X,R) is defined as 

c{X,R) = C(X,R)-Cx. (10) 

Without identifying it as molecular or turbulent diffusivity, 
let K be the mass diffusivity coefficient. In either case the 
governing differential equation for the concentration differ
ence has the elliptic form, Carslaw and Jaeger (1959), 

dc C / - ^ = K V ' C - (11) 

where V2 is the Laplacian operator. By introducing the nor
malized coordinates x=X/a, y = Y/a and z = Z/a, we can write 
a nondimensional form of equation (11) as 

dc 

dx 
= (/c/at/O0)V

2c. (12) 

In order to find the solution to equation (12) subject to the 
prescribed boundary conditions, we first write a solution of 
equation (12) when a source of strength "q" in the moving 
fluid is located at the fixed point (£,?j,f) as 

c(x,y,z; £,»/,f) = 
Aitkr' a 

-X[7-'-fct-«], (13) 

where r' = \] (x-^f+ {y + t))2+ (z- f)2> is the distance be
tween the field point (x,y,z) and the source point (£,r;,f), q is 
the mass flux of gas from the source, k is the mass conductivity 
= Kp, p is the liquid density and X is a diffusive Reynolds 
number, Uaa/lK. 

Consider next a ring source of unit radius and unit strength 
centered at x = £ with the plane of the ring perpendicular to 
the x axis. Take a segment of the ring of length dd, as shown 
in Fig. 6. The incremental strength, dq, of this element will 
be dd/2-K and from equation (13), the concentration at a point 
(x,r) due to an incremental flux, dd/2w, at (£,1,0) will be 

dd 
Sc(x,r'; £.1,0)= -X[r'-<*-{)] 

8ir2kr'a 
(14) 

Integrating this equation between 0 = 0 and 2TT, we have 

c(x,r, £) 
eX(x-f) | . 2 * e - X i " 

' 8ir2to o 
dd. (15) 

The integral in equation (15) can be evaluated for large values 
of X (of the order of 2000) with the help of Laplace's method, 
Erdelyi (1961). The asymptotic evaluation for the concentra
tion is 

<?(*,/• ;£)= . ! / • , — i = = = - 7 T 7 . — : , 2 . ,..—„2ii/4 • ( 1 6 ) 
%{Ttafnp-J^UZ [(.x-tf + (r- 1)2]1/4 

equation (16) satisfies two boundary conditions, namely: c—0 
as x-' - oo and that c~0 as r— °°. 

Now suppose that the mass flux per unit length between 

um 

1 

Si 

' 1 

4\ 
x = { 

SOURCE POINT 

fj 1 

• P(x, r) 
FIELD POINT 

x 

UNIT RINfi 
SOURCE 

Fig. 6 Ring source geometry 

x= - oo and x= + oo is given by the function fix). Then the 
function c(x,r) can be expressed in terms of this source dis
tribution as 

c(x,r) = 

where 

Jr MV ,X(*-B e - V ( y - ^ + ( r - l ) -
[(x-£)2 + (/--l)2]1 / 4 

A = 
8(7ra) 3 / 2 p^ 

dl, (17) 

(18) 

In the integral of equation (17), the infinite limits are used 
because the unit ring source does not satisfy the boundary 
conditions on the impermeable surfaces upstream and down
stream of the cavity where we must have f or r = 1, dc/dr 1*^ = 0 
and therefore these conditions must be used in the determi
nation of fix). Moreover we must also require that 
c(x,l) = C0-Coo = c0, in the interval, 0<x<l, as well as the 
impermeability conditions that require dc{x,\)/dx-0 in the 
intervals - o o < x < 0 and l<x< + oo. Therefore on r = l we 
can write three integral equations for the determination of fix): 

- J : / i t t ) 
dS + 

fx2 Mi) 

f' MS*-™-3* 

dt 

)= f m) 
-x2 

di+ 
'f3(sy -2X(f-x2) 

d£ + f° / i t t ) e - ^ - * l ) 

im)e-2m-*2) 

-Xi 

VF 

d£ 

•x2 

d£, (19) 

J ' 
0 = 

VF Xi 

<"3 / 3 «) 

f •/z(€) 

V*3-£ 

V3tt)e"2X<t-*,) 

V ^ Xi 
di, (20) 

[ V*3-£ 
G?£ + 

°°/3«)e -2X«-*3) 

*3 VF1^ 
• d € , (21) 

where the positive branch of all square roots has been taken. 
The functions/1;/2, and / 3 are the source distributions in the 
intervals - o o < x i < 0 , Q<x2<l and / < x 3 < +oo, respectively. 
These distributions are naught outside of their specified in
tervals. 

The coupled integral equations, (19) to (21), can be simplified 
further by using the fact that in certain of the individual in
tegrands the exponential factors are appreciable only when 
x=Xi,x2, or x3 because X is very large. The simplified equations 
become 

dZ + -jM= d£+ — Mx2), (19a) M: /itt) 
sfxT-l V ^ l 2XJ 
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{
A ' l 

and 

»-r / i « ) dZ + 
4x^1 Jo V x ^ l 

Mi) 

Mi) 

dt + ^Mxi), (20a) 

di + 
1 MJ) 

«?f 

+ ^ / 3 t e ) . (21a) 

equation (20a) can be solved by Picards's method, Hildebrand 
(1965) and the resulting expression for fx is 

/,(*,) = c ,e 2 X \ (22) 

where xt<0 and ct is an arbitrary constant. The function 
/ i ^ c a n now be substituted into equation (19a) and then the 
function/2(*2) may be found by the use of Laplace transforms 
(Ravindra and Parkin, 1987). The solution is 

Mxi)--
c0 2X 

A A) 7T 
e2Xx2erfc \f2\x~2-

C\ 

\J2TT\X2 

(23) 

where the diffusive Reynold's number, X, is defined following 
equation (13) above, where the quantity A is given by equation 
(18) and where erfc(0 denotes the complementary error func
tion. Having found/! and/2 , one can find the function/3 from 
equation (23«). The function/2 (x2) governs the diffusion across 
the cavity wall, however, so we have not found it necessary 
to obtainMx-i)- We note that the source strength/2 is greatest 
at the separation point. Evidently, most of the mass flux will 
occur near the start of the cavity. Down-stream areas will 
contribute relatively less to the total air diffusion into or out 
of the cavity in agreement with the wrap around solution. 

The rate at which mass is diffused along the entire length 
of the axisymmetric cavity is 

" j ~dtdX= ^ f2(-X2)dx2' ( 2 6 ) \ M 

from whence 

th = 4Ta2Uc0 
~e2X'erfcV2X/ fll 1" 

2X + - \ /TTX 2X 

+ c, 
Vx'erfcV2X/ 1 

2X 2X 
(27) 

The first term of equation (27) closely resembles the wrap 
around solution of equation (3) and the second term involving 
cu gives the correction to the air mass-flow rate due to axial 
symmetry. In order to show this we employ the asymptotic 
representation for the expression e2WerfcV2X/, so that equation 
(27) can be written as 

m = 8 V T KC0a 
\ir 1 1 

2 2V2X7 4[2X/]J 

C\ 

2\s/ir 
- V I -

1 1 
2X/ 2[2X/]J 

where now k = pv, is the turbulent mass conductivity and we 
have carried a few more terms than are given in equation (3). 
Equation (28) enables us to compare the magnitudes of the 
wraparound and correction terms. If we suppose that 
cx = O(%\pwKC0a), we see that the leading term in the wrap
around expression is of order VX while the leading correction 
term is of order 1/X. This makes the ratio of the correction 
term to the wrap around term roughly equal to 1/(8 x 104)for 
a X of the order of 2000. Consequently, we have considered 

the wrap around solution as being adequate for most purposes 
and therefore we have not continued the analysis. On the other 
hand, if one espouses a semiempirical approach as we do, the 
undetermined constant ct offers an opportunity to fit the an
alytical expression over a somewhat broader range of param
eters than might otherwise be possible, or at least improve the 
correlations with the experimental data now available. 

Conclusions • 

This investigation has explored some aspects of convective 
gaseous diffusion in steady axisymmetric cavity flows. One of 
its objectives which has been achieved is the semiemperical 
determination of a Launder-Spaudling type turbulent diffu-
sivity for use in the analysis of convective diffusion in other 
cavity flows. This choice is essential for most cavity flow studies 
in which mass diffusion across cavity surfaces is not measured 
and it must be calculated from estimates or measurements of 
the overall flow parameters. The use of a single diffusivity for 
the entire flow field does not change the fact that the only two 
basic physical processes at work are diffusion and convection. 
The choice of a turbulent diffusivity tends to balance one 
process with respect to the other and the use of experimental 
results to strike this balance seems to offer hope that the bal
ance is approximately correct. 

It has been found that a modified planar convective diffusion 
model, using a wraparound approach, can give satisfactory 
estimates of dissolved air mass-flow rates across a cavity sur
face. The good agreement might be explained by the fact that 
both axisymmetric and wraparound models show the most 
intense mass flux across a cavity surface to be in the vicinity 
of the separation point. There the concentration boundary 
layer is thin and the wraparound approach closely approxi
mates the axisymmetrical solution. Downstream flow regions, 
where the concentration layer is no longer thin, will have suf
fered a depletion of dissolved air as a result of the intense 
upstream diffusion and they will contribute a lesser amount 
to the total diffusion rate. 
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Unsteady Gaseous Diffusion 
Associated With a Fully Cavitating 
Oscillating Flat-Plate Hydrofoil1 

This paper gives an analysis ofconvective gaseous diffusion into a full cavity behind 
an oscillating flat-plate hydrofoil in a turbulent flow. The unsteady diffusion theory 
accounts for fluctuations of cavity gas pressure and length which are assumed to 
be harmonic oscillations but are not necessarily in phase with the hydrofoil motion. 
A diffusive lag function is found which, for a given reduced frequency, determines 
the instantaneous diffusion rate as a product of the lag function and the quasisteady 
mass diffusion. The present results can be used to study the rate of gas entrainment 
from the cavity into the wake behind the oscillating cavity. 

Introduction 
Previous studies of cavity pressure fluctuations in fully cav

itating flows behind oscillating hydrofoils by Jiang and Leehey 
(1977) and the two-dimensional experimental investigations of 
Ravindra and Parkin (1987), indicate, for unsteady cavity flows, 
that these internal pressure fluctuations can affect the hydrofoil 
lift and drag. Such fluctuations result from noncondensable 
gas (air) which, in naturally occurring vapor cavities, generally 
diffuses from the supersaturated liquid flow into the cavity. 

When hydrofoil oscillations are absent and the cavity flow 
is said to be steady, the effect of air diffusion is well known. 
In naturally occurring vapor cavities if the water is supersat
urated, diffusion into the cavity increases the cavity pressure. 
Or in the case of ventilated cavities when the cavity air pressure 
is greater than the saturation pressure in the liquid at the cavity 
wall, air diffuses through the cavity wall into the outer flow. 

Of course, for either steady or unsteady fully cavitating 
flows, the overall mass balance of condensable and noncon
densable gases in the cavity is affected by the processes of 
convective diffusion discussed above and by turbulent entrain
ment at the cavity terminus. The study of this complicated 
process requires reasonably accurate engineering estimates of 
mass diffusion rate if one wishes to measure the turbulent 
entrainment of noncondensable gas from the cavity terminus. 
For this reason it is important to have a realiable method of 
calculating the convective diffusion for both steady and non-
steady supercavitating flows in order to estimate steady and 
nonsteady hydrodynamic forces and for cavity attrition rate 
in water entry problems. Finally we note that lifting surface 
(Jiang and Leehey, 1977) or gravitational effects (Swanson and 
O'Neill, 1951, Cox and Clay den, 1955) can create a flow having 
hollow vortex cores which act as conduits for the entrained 
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The views expressed here are those of the authors and do not reflect any official 
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gases. Such phenomena are excluded here and we also rule out 
cavity pulsations of the kind first studied by Song (1977). The 
present study deals only with the rate at which gas can diffuse 
in or out of the cavity walls behind an oscillating profile. This 
is the primary source of gas which becomes available for en
trainment at the cavity terminus. Events in the downstream 
wake, such as the possibility of further out gassing into trav
eling vortex cores behind the cavity is ignored. 

The purpose of this paper is to review briefly a previous 
experimental and analytical investigation of convective dif
fusion into an axisymmetric cavity (Billet and Weir, 1975; 
Ravindra and Parkin, 1987; Parkin and Ravindra, 1991), and 
to apply key findings from that study, such as an appropriate 
value of a turbulent diffusivity for use in a Fickian diffusion 
theory, to the analysis of steady and nonsteady convective 
diffusion in the two-dimensional flow around a supercavitating 
flat-plate hydrofoil. The authors are not aware of any similar 
analysis of convective diffusion for nonsteady flow. The pres
ent investigation, however, is an idealized beginning compared 
to future experimental and analytical developments needed if 
the applications noted above are to be addressed realistically. 

Specific Background 
We can now turn our attention to those facts from previous 

investigations bearing most directly upon important aspects of 
the present study. Our chief concern is that of turbulence in 
the free stream because most hydrofoils and propulsor blades 
find'themselves in a turbulent flow. The question of turbulent 
mass transport has been addressed by Brennen (1969) who 
analyzed the gaseous diffusion into a large two-dimensional 
cavity by considering the mass flux into the cavity associated 
primarily with convection from a turbulent shear layer on the 
cavity free surface. Brennen's approach shows an enhanced 
mass flux across the cavity surface compared to the two-di
mensional diffusive calculation of Parkin and Kermeen (1963) 
which was designed for a laminar outer flow with only mo
lecular diffusion providing the driving mechanism. 
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Billet and Weir (1975) extended Brennen's model by wrap
ping his two-dimensional solution around an axisymmetrical 
cavity surface in order to calculate the mass diffusion rate 
across axisymmetric cavity surfaces. Their observed diffusion 
rates were found to exceed the calculated rates by nearly one 
order of magnitude. In order to circumvent this discrepancy 
they used their experimental data to choose a constant mul
tiplicative factor in Brennen's model. 

As a result of these facts the present authors examined an 
alternative approach to the steady axisymmetric convective 
diffusion problem (Ravindra and Parkin, 1987; Parkin and 
Ravindra, 1991) which does not use Brennen's model nor the 
Billet-Weir factor. Here we assume the entire outer flow field 
to be turbulent in spite of the fact that the most intense mixing 
is restricted to the cavity free-shear layer as Brennen indicates. 
Even so, one can use a diffusive theory along the lines of 
Parkin and Kermeen (1963). But for axiymmetric flow, one 
might be able to use the Billet-Weir data to determine an 
effective turbulent diffusivity, vt and this value can then be 
used to provide some confidence in the engineering estimates 
for the two-dimensional nonsteady mass diffusion calculations 
of interest here. 

The reason that such an approximate calculation might be 
useful is due to the fact that the concentration gradients are 
extremely large in the vicinity of the free-surface separation 
point for both axiymmetric and two-dimensional flow ge
ometries. Therefore if one selects the eddy diffusivity on the 
basis of the free-shear layer properties, it seems that the most 
important physical aspects of the flow will be modeled. 

In order to arrive at a value for v,, we first write the dissolved 
air concentration in terms of the concentration difference, c, 
where 

c(x,y,z,t) = C{x,y,z,i) - C„. (1) 
The concentration at any point in the flow is C(x,y,zt) and C^ 
is the free-stream concentration as might be measured with a 
van Slyke apparatus. In the Fickian diffusion equation the 
partials of the difference concentration are decomposed into 
time-averaged parts, dc/d( ) and turbulent components, dc'/ 
d() , as is the customary practice. The problem is linearized 
by writing the velocity components as (U+ u'), v', w' in which 
primes denote turbulent fluctuations. We have used G.I. Tay
lor's statistical theory of turbulence, Goldstein (1961), coupled 
with Boussinesq's hypothesis, Schlichting (1979). In this way 
we can write the gradients of the time averaged concentration 
difference in two dimensions as 

dc 
— pu'c' =AT— and -pv'c' =AT 

dx 
dc_ 

By' 

where only the eddy transport terms, being much larger than 
the molecular transport terms, are retained, and the factor of 
proportionality AT is the exchange coefficient. The eddy dif
fusivity is then defined as 

v,=AT/p. (3) 

We now write the turbulent diffusivity for a free-shear layer 
as 

• ", = 4"\M (4) 
where \J v2 is the r.m.s turbulence level and im is the mixing 
length. For a planar mixing layer Launder and Spaulding (1959) 
give 

4. = 0.075 and V ^ = 0.09£/, (5) 

where 5 is the free-shear layer thickness. Therefore, introducing 
a constant of proportionality, 7, we can combine equations 
(4) and (5) and write 

v, = 0.00635 Uy. (6) 

For axisymmetric flow (Parkin and Ravindra, 1991), the best 
agreement between calculations and experiment was found 
when 7 = 1 . 

Finally, from the standard procedures sketched above, we 
see that the time-averaged two-dimensional form of Fick's 
diffusion equation is 

dc dc 
n-+U — = v,Vc. 
dt dx 

(7) 

(2) 

The Boundary Value Problem 
In linearizing equation (7) we have considered u (x,y,z) and 

v {x,y,z) and their gradients to be much smaller than U. Thus 
we have supposed that for any cavitation number, a, much 
less than unity, one can replace the cavity-wall speed, 
U\l l+o, with the free-stream velocity, U. We also suppose 
that the foil experiences steady pitching oscillations of circular 
frequency, 03, about a small fixed angle, a0. The dimensionless 
oscillation amplitude is Aa, and A a « 1 . Therefore one can 
write 

a(t) = a0(l+Aaeial), (8) 

where j=yj — l. Equation (8) will be refined further below. As 
a consequence of these linearizing assumptions we can rep
resent the profile and its cavity as a cut of length %f) along 
the x axis in the x—y plane as shown in Fig. 1. Thus one sees 
that the boundary conditions for this linearized problem can 
be applied on the x axis instead of on the cavity or hydrofoil 
surfaces. 

AT = 

a = 
b = 
b = 
C = 
c = 

fix) = 
g{k') = 

* ( * ' ) = 

J = 
^ 0 = 

k' = 
I = 

turbulent exchange coeffi
cient 
complex or real constant 
complex or real constant 
profile chord length 
concentration 
concentration difference 
source-strength distribution 
spectral function, cavity 
length 
spectral function, concentra
tion 
V-1 
modified Bessel's function of 
the second kind 
modified reduced frequency 
cavity length 

to = 
4 = 
f = 

9 = 

steady cavity length 
unsteady cavity length 
normalized cavity length 
mixing length 

Subscripts 
00 = 

c = 
s = 
u = 

M = 
PG = 
R = 
t = 

U = 
a = 
a = 

in the free stream 
on or in the cavity 
steady 
unsteady 
air mass flow rate 
cavity partial gas pressure 
diffusive Reynolds number 
time 
free-stream velocity 
angle of attack 
complex constant 

ao 
|8 
7 

Aa 
8 
8 

e 

v, 
i 
P 
a 
4> 
CO 

steady or mean attack angle 
Henry's law constant 
proportionality constant 
foil oscillation amplitude 
free shear layer thickness 
unsteady concentration am
plitude 
unsteady normalized cavity 
length amplitude 
effective turbulent diffusivity 
dummy variable along x axis 
liquid density 
cavitation number 
cavity to foil phase lag angle 
circular frequency 
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(a) Schematic of cavity flov in physical plane. 
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(b) Linearized cavity flov geometry. 

Fig. 1 Cavity flow about an oscillating hydrofoil 

Cavity Surface 

m^m — wzzz 
o cavity m 

Fig. 2 Boundary conditions 

The geometry of Fig. 1 suggests a corresponding lineari
zation for the present diffusion problem. For example, suppose 
we consider the upper surface of the cavity. The applicable 
geometry is illustrated in Fig. 2. Note that for simplicity we 
have dropped the over bars used previously, as in equation 
(7), for example. This abbreviation will be adopted in the 
following. 

Let Co„ be the free-stream concentration of dissolved air in 
molar parts per million. Suppose the partial pressure of air in 
the cavity is pa{t) at any instant. Then if the Henry's law 
constant is /3, the equilibrium concentration on the cavity sur
face is Cc(t)=pG(t)/p and on the cavity surface the concen
tration difference of equation (1) becomes 

cc(x,0,t) = \pG(t)/p]-Ca>. (9) 

We shall split this concentration difference into steady, cs, and 
unsteady, c„, parts. That is, 

cc(x,y,t) = cs(x,y) + cu(x,y,t), (9a) 

where now cs(x,0) = c0 is a constant when 0<x<2(t). Since the 
air pressure, once the air has reached the cavity, is independent 
of turbulence level we can regard this concentration difference 
as a time-averaged quantity although it is an instantaneous 
concentration with respect to diffusion. When y = Q equation 
(9) governs the diffusion in or out of the permeable cavity 
surface. Referring to Fig. 1 we see that up stream and down 
stream of the foil and cavity there will be little or no diffusion 
so that on the x axis the condition, 

dc 

dy 
= 0, (10) 

will hold when Q>x>l(i). These conditions are illustrated in 
Fig. 2. Not shown in Fig. 2 is the fact that at all points far 
from the origin, 

S. 0.05 

experiment 
• k' [ a exp(-bk') + c exp(-dk') ] 

0.0 0.1 0.2 0.3 
Modified reduced frequency, k'. 

Fig. 3 Comparison of experimental data with a simple amplitude for
mula 

C(oo,0 = 0. (11) 
As noted at the outset, the foil oscillates steadily in pitch 

with circular frequency co, or reduced frequency, k = —. 

Therefore we expect that the cavity length will also be in steady 
oscillation, but out of phase with the foil. If we let the unsteady 
cavity length about the steady terminus at x=<o(cr), the fluc
tuating length will be 4 = e4 g(Ar') e'<

u'+,*>i where e depends on 
k 

the amplitude of the pitching oscillations and k' = . is 
V l + t r 

the modified reduced frequency. We cannot give a theoretical 
evaluation of e and g(k'). Instead, we use the experimental 
results from Ravindra and Parkin (1987) for their determi
nation. Therefore we will write 

l ( 0 = W+eg(*')c / ,"M"* ) l , (12) 
where e is much less than 4 and <j> is the phase-angle lag between 
cavity and foil oscillations. Next we shall rewrite equation (12) 
as the sum of steady, 4, and unsteady, 4, terms. In particular, 
we shall write the normalized expression for the unsteady part 
as, 

4 = 42 (k'laexpibk^+cexpldk')])^0"*^. (13) 
b b 

Equation (13) is determined by the values of the constants 
a,b,c and d, as shown in Fig. 3, and which were obtained by 
curve fitting data from Ravindra and Parkin (1987). When 
a> = 0, equation (13) shows that 4 = 0 because the experimen
tally based (Ravindra and Parkin, 1987) function, g(k'), is 
designed in accordance with that fact. Moreover the added 

empirical relationships, 4 -
2a0 Aa 
— and e = .85 — , complete the 
a a0 

determination of the unsteady cavity fluctuations, 4- The fac
tor, 4/<b, in equation (12) has its peak value of 0.211 atk' = .06, 
in agreement with experimental data. It also vanishes as k' —• oo. 
Figure 3 compares calculated and experimental values of the 
relative amplitude, 4 / 4 . for a range of modified reduced fre
quencies. The experimental points were obtained for a cavi
tation number, a, of 0.48, a steady attack angle, a0, of 10 deg, 
and a pitching angle amplitude, Aa, of 4 deg. From the ex
periments, e=.34 in this case, so that ex 1.24=.422 is the 
factor used for the calculations leading to the curve shown in 
Fig..3. 

We shall also assume that harmonic cavity air pressure os
cillations lag the hydrofoil oscillations by a phase angle </>„. 
Then following the pattern of equations (12) and (13), we shall 
write 
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cu(x,y,t) = 8 \cs{x,y)h{k')e^" >]<>', (14) 

where the terms in brackets will now be denoted by cu(x,y,k') 
and the nonsteady amplitude, <5, is small. Thus we will ab
breviate equation (14) by writing 

cu(.x',y',t)=bcu(.x',y',k')eJ"'. (14a) 

The conditions to be satisfied by (14a) follow from equations 
(9), (10), and (11) and may be given explicitly as 

cu(x'fi,k')= blcahik^e^] for 0<x' <tu{k')/b, (15) 

dc„(x' ,0,k') 

by' 

and 

= 0for 0 >x'>Wk')/b, 

C„(oo) = 0, 

(16) 

(17) 

where x' = x/ b and y' =y/b. These boundary conditions apply 
only to nonsteady diffusion. In order to complete the solution 
the steady solution must be combined as stated by equation 
(9a). As in the case of equation (13), the function h(k') must 
vanish when k' =0 . Further progress in the determination of 
h{k'), 4>(k') and 4>a(k') must await resolution of the nonsteady 
closure condition which involves the unsteady cavity length of 
equation (13). This lengthy aspect of the theory is given by 
Ravindra and Parkin (1987). But now, we must solve equation 
(7) subject to the mixed boundary conditions of equations (15), 
(16), and (17). 

The Solution 
We can find the solution if we use the symmetry of the 

fundamental solution of equation (7). Thus we start by finding 
the solution for an oscillating source at the origin using sep
aration of variables (Ravindra and Parkin, 1987). First one 
separates the time dependent terms by writing cu{x,y,t) = 
c{x,y,k)e^' and x' = x/b and y' = y/b. These quantities can 
be substituted into equation (7) and the common factor, e*wt, 
the subscript u and the primes can be dropped. Moreover, we 
can also drop the common factor, e"°', appearing in equations 
(15), (16), and (17). Next, the reduced frequency, k=oib/U, 
is introduced. The transformed equation is 

/ , dc\ 1 , 2 r C + ̂ j=RVC' 
where R is a diffusive Reynolds number, 

Ub 

2v, 

(18) 

(19) 

We seek a solution of (18) which depends on x and 
r = \pr+y1 only. For a unit source at the origin one finds that 

1 
c{x,r) -- e-JkxeRxK0(Rr), (20) 

2irpc, 

where KQ(Rr) is a modified Bessel's function of the second 
kind. Suppose now that we consider a source of strength/^ ;k) 
at the point £ on the x axis. Then the distance between the 
source point and a field point {x,y) is ^{x-^Y+y1. If the field 
point is on the x axis, j = 0 and equation (20) becomes 

<taf) = AM) -Jk*eRxK0[R(x-Z)]. (21) 
2irpvt 

By differentiating equation (20) with respect to y and then 
dc 

letting v = 0, it is found that — = 0, as required by equation 
dy 

(16). Being the mass flux per unit length, the source strength, 
/(£;&), in equation (21) is independent of y and equation (16) 
continues to be satisfied. We note also that if k = 0, equation 
(20) reduces to the steady fundamental solution of Parkin and 
Kermeen (1963). But source superposition in the interval 
0 > £ > f on the cavity surface will lead to a solution which 

contains only the nonsteady solution because of equations (15), 
(16), and (17). 

Before superposing these sources we normalize 4(0 as we 
did above and write the unsteady cavity length as 

l=tu(k')/b. (22) 

Then for a typical field point {x,y), we have 

C{X'y>k') = 2^AT I M>VelR~JkHX~a 

XK0[lH(x-tf+?](%. (23) 

Formally, equation (23) is the general solution, but we do not 
yet know /(£,£). According to equation (15), however, on the 
cavity s u r f a c e ^ O and c(xfi,k')= b[c0h(k')eu'l'a)]. Therefore 
we find/(£,£) to be given by the integral equation, 

1 f' 
[8c0h(k')e^)]=—-- M,k) 

IT:A, 

x e <*-;*)(*-«> K0[R^{x-if]d^ (24) 

We restrict the argument of K0 in equation (24) to positive 
values and since both £ and x are within the range of integra
tion, equation (24) must be broken into two parts. Moreover 
R is a large number and K0 can be replaced by the first term 
of its asymptotic expansion. Therefore 

8c0h(k')e U4>„) 
jk(x-i) 

(25) 

The first integral is a convolution integral. Because R is large, 
the second integrand contains a sharp exponential cut off and 
/(£,&) varies slowly with £ compared to the negative exponen
tial. Therefore /(£,&) contributes to the integrand only very 
near %=x and f(x,k) can be taken out of the integral. Then 
we see that, if we ignore the upper limit, the resulting integral 
can be expressed as a Laplace transform giving 
^/T/(2R+jk). Therefore, with small error the transformed 
integral equation is 

[(5)c0h(k')e 

di +f{x,k) 
2R +jk 

(26) 

Equation (26) can be solved for f(x,k) by Laplace transforms. 
The result is 

f(x,k) = 2AT[8~c0h(k')eu't'«)] -j2R(2R-jk) 

X ( « / a ) - ( 6 V a ) * T a * e r f c ( W * ) - ^ erf V ^ | , (27) 

where a=jk, b = \j2R-jk, and a = 2(jk-R). In principle, 
equation (27) completes the general solution of equation (23) 
for the nonsteady concentration, c(x,y,i). 

Mass Flow Rates 
Equation (27) gives the mass flow rate per unit length along 

a two-dimensional cavity surface. Therefore the instantaneous 
total mass flow rate can be found by integrating f(x,k) over 
the surface length. On the upper surface the normalized length 
is I and on the lower cavity surface it is f- 1. Then if the total 
unsteady flow rate is Mu, we have 
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Mu= \ f{x,k)dx+ \ f(x,k)dx. (28) 

The integrations of equation (28) have been given by Ravindra 
and Parkin (1987). The result is 

Mu = 1A T[ 5 c0h(k)ew"»] ^2R(2R -jk) 

x (a[2l- 1] + (62/a)[e""ferfc(ft \JT) + e " ^ " " 

erfc(ft VF 1 ! ) ] + (b3/ayfa)[erf \[a$ + erf ^Ja(l-l)] 

-(b2/u)- b[\fdeif \fd + \Ja((-\) 

erf sja(2- 1)] - b[-J17^ e~a'+ V (f- 1)/TT 

e~a{'~n] + (b/2s[a) [erf \fal + erf V « ( ^ - l ) ] ) (29) 
The steady mass flow rate predicted by Parkin and Kermeen 
(1963) is 

Ms = 2A jc0 f £>
2W<>erfc V2fi% + *?2*(?° - » 

x erfc V2/?(4)-l) + 2 [ V 2 W T T 

+ V 2 i ? % - l ) / 7 r - l ] | , (30) 

where ij) = f(Ar') from equation (22). The total instantaneous 
mass flow is the sum of the steady and unsteady contributions. 
Therefore 

M=*fl+g}. (31) 
The fraction in equation (31) can be expressed as r(k)ei'l'lk'), 
where r(k') is the absolute value of the quotient and \j/(k') is 
the unsteady phase angle. Of course this quotient, or lag func
tion, will vanish in the limit as k' —0. 

We note again that the nonsteady effects in equation (31) 
are caused by fluctuations in concentration at the cavity wall 
and by fluctuations in cavity length. Although quantitative 
evaluation of their effects on the mass flow rate into the cavity 
must await the cavity closure analysis, we can use the steady 
flow result of equation (30) to evaluate their relative impor
tance. This approximate evaluation is facilitated if one replaces 
the complementary error function term by the first term of its 
asymptotic expansion for large arguments. Then for the upper 
surface only, the important terms in the steady mass flow rate 
are 

From the logarithmic derivative of this expansion we find that 

AM_Ac A[ 

Ms ~ c0 2to' 

The experimental observations of Ravindra and Parkin (1987) 
show maximum relative concentration variations of the order 
of 5 percent and maximum length variations of about 20 per

cent. Thus one sees that cavity length and concentration var
iations are equally significant and one might expect to see mass 
flow fluctuations in the order of 10 or 15 per cent. 

Conclusions 
This paper gives a linearized theory for gaseous convective 

diffusion across two-dimensional steady and unsteady cavity 
surfaces. Changes in cavity length and gas pressure are ac
counted for. The theory applies to steady and nonsteady su-
percavitating hydrofoils undergoing steady harmonic pitching 
oscillations. Expressions are given for mass flow rate across 
the permeable cavity surface for any reduced frequency. It 
appears that the analysis can be extended to nonsinusoidal 
hydrofoil pitching motions by superposing the Fourier com
ponents of the more general motion, provided that nonsteady 
closure, as well as the Fourier components of pressure and 
cavity length are accounted for. For the pitching oscillations 
of present interest, it remains to give the nonsteady closure 
and mass balance calculations before specific nonsteady lag 
function data can be presented. We plan to give those added 
results in the future. It is hoped that the present work will 
encourage more comprehensive experimental investigations in 
order that the present approach can be validated. The exper
imental basis now available suggests that perhaps the present 
analytical approach may be useful. 
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Homogeneous Turbulence in 
Bubbly Flows 
The present study is devoted to the interaction between a swarm of bubbles and a 
turbulent field in a linear shear flow. The transversal and longitudinal evolutions 
of the void fraction and of the Reynolds stress tensor have been measured. When 
the air bubbles are blown uniformly into the shear, the void fraction profiles exhibit 
a strong gradient which can be explained by kinematical effects. No void migration 
has been observed. The behavior of the Reynolds tensor indicates that the noni-
sotropy induced by the mean velocity gradient decreases when the void fraction 
increases. A simple mechanism is proposed to interpret this fact, and a turbulence 
model based on one-point closures is compared to the experimental data. 

1 Introduction 
The physical understanding of the mechanisms involved in 

any local transfer process taking place in the bulk of a turbulent 
dispersed two-phase flow requires the knowledge of the be
havior of the Reynolds stress tensor in the continuous phase. 
On the other hand, the closure of the local time averaged 
equations (Ishii, 1975) necessitates a modeling of this quantity 
if a numerical treatment is attempted. Very few papers devoted 
to the theoretical or experimental determination of turbulent 
parameters have been published: Serizawa et al. (1975), Theo-
fanous and Sullivan (1982), Sato and Sekoguchi (1975), Ohba 
et al. (1977), Lance (1979), Lance and Bataille (1982), Lahey 
(1987). The most commonly studied geometry is the pipe flow. 
Unfortunately, despite its practical importance, such a situa
tion makes it difficult to interpret the experimental results. 
Therefore, it appears necessary to reconsider the whole prob
lem in much simpler configurations. The investigation of tur
bulence in single phase flows shows that the basic mechanisms 
have been understood owing to the study of the so-called ho
mogeneous turbulence. It is our intention here to transpose 
this approach to turbulent bubbly flows. The simplest case— 
a uniform bubbly flow—has been described in a previous work 
(Lance and Bataille, 1982). The next step consists in super
imposing on this experiment a linear velocity gradient while 
keeping the homogeneity of the statistical moments of the 
fluctuating velocity. This configuration makes it possible to 
examine the influence of the air bubbles on the turbulence 
production by the mean velocity gradient, which is one of the 
most important mechanisms in turbulent shear flows. It is 
expected that these experimental informations can be used in 
the numerical modeling of the Reynolds tensor. In particular, 
an attempt has been made to adapt the single phase flow model 
of Launder et al. (1975) to our bubbly shear flow. 

2 Description of the Experiment 
The measurements have been performed in a hydrodynamic 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 19, 1986. 

tunnel described in details in Lance et al. (1980) (Fig.l). Its 
test section is a 2 m long square channel (450 x 450 mm) and 
it is operated at atmospheric pressure and ambient tempera
ture, at mean liquid velocities smaller than 1.20 m/s. The linear 
shear flow is produced by means of a device very similar to 
that used by Champagne et al. (1970). The shear-turbulence 
generator consists of a row of ten parallel, equal width channels 
having adjustable head losses (bronze screens have been used 
for this purpose). Linear velocity profiles are rather easily 
obtained, but due to the instabilities of such a system, the 
homogeneity of turbulent field proved to be very sensitive to 
the arrangement of the screens. A turbulence grid has been 
inserted between the shear generator and the test section, in 
order to improve this homogeneity and to blow the air bubbles 
through 256 equally spaced injectors. The void fraction ranges 
from 0 to 5 percent. 

The velocity and turbulence measurements have been ob
tained by Laser Doppler Anemometry, using the signal proc
essing technique developed by Marie (1983). The Reynolds 
stress tensor components are calculated from the projections 
of the velocity fluctuation on three directions: 0, 45, and - 45 
deg from the vertical axis, with: 

UV = - ( U45 - « 2 _ 4 5 

(1) 
V2 =U45 +W2_4 5 

the symbol denoting the phase average in the li-
quid(Ishii, 1975; Delhaye and Achard, 1976). The wz com
ponent cannot be measured with the present device. Now, as 
the initial total turbulent kinetic energy is required for the 
modeling, we estimate this quantity by assuming equality be
tween transverse components of the Reynolds stress tensor, 
that is: 

ul +2v2 

which is a reasonable approximation at the beginning of the 
test section. The initial dissipation rate, at the first measure-
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test sect ion 
water t a n k 

Experimental device 

ment station, is estimated from the balance of kinetic energy. 
The accuracy of these measurements is estimated from the 
experimental scattering, the main source of error coming from 
the rejection of the noise due to light scattering by the bubbles. 
The estimated uncertainty on 

U0 , W45 , W - 4 5 

does not exceed 10 percent, which is consistent with the com
parison between hot film anemometry and LDA in bubbly 
flows performed by Marie (1983). In order to reduce cumu
lative errors, the evolution of the previous quantities has been 
smoothed before calculating the Reynolds tensor. The mean 
equivalent diameter D of the bubbles and their mean relative 
rise velocity, as measured photographically, proved to be ap
proximately constant and, respectively, equal to 5 mm, with 
a standard deviation ± 1 mm, and to .24 ± 0.02m/s. 

The local void fraction a is measured with an AID7401 
optical probe. The probe diameter is 200/*, which is very small 
compared to the bubble diameter. The accuracy is estimated 
to ±5 percent, by comparison with the gas volumetric flow 
rate obtained by integration of the void fraction profiles. 

3 Qualification of the Flow 

(a) Mean Velocity. The mean velocity profiles in the absence 
of air bubbles are presented on Fig. 2, for three longitudinal 
stations. The maximum value of the shear rate 5 = dU/dY 
reaches 3s~\ and is constant along the test section. Figure 3 
shows that the injection of the bubbles does not modify sig
nificantly the linear transversal distribution of the mean liquid 
velocity. 

(b) Turbulent Intensity Profiles. The transversal homo
geneity of the single phase turbulent field is insured within 10 
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Fig. 2 Mean velocity profiles in the absence of air bubbles for different 
locations from the grid. Volumetric flow rate: 
QL = 0.17 m3/s; 
Mean shear rate = 2.9 s"1 
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Fig. 3 Reynolds stress tensor and mean velocity profiles at the first 
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Void fraction: « = 1.5 percent; 
Uncertainty in mean liquid velocity: ±5 percent 
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Nomenclature 

A = 

C, = 
D = 
H = 
M = 
Pij = 

QG = 
k = 

time average 
local phase average 
cross area of the test sec
tion 
constants of the model 
bubble diameter 
channel width (45 cm) 
mesh of the grid (4 cm) 
interfacial production 
term 
volumetric gas flow rate 
total turbulent kinetic en
ergy 

T --

x 
UG --

uc --

_ x 

uL --x 

UR = 

Ui ~-

, w, = 

= shear intensity dU/dY 
= convection time: 

T=X/U 
= mean gas velocity 

= mean liquid velocity at 
the center of the pipe 

= mean liquid velocity 

slip velocity: 
x -—x x 

UR =U G - U i 
= liquid velocity fluctua

tion 
= liquid velocity fluctua

te', v', w' 

VT 

X, Y, Z 
a 

e 

<£(/', 1 

tion in the (X, Y, Z) 
coordinates 
r.m.s. values of the 
fluctuation components 
terminal velocity of a sin
gle bubble 
coordinates system 
local void fraction 
total dissipation rate 
characteristic time 
non-linear part of the 
pressure-strain correlation 
rapid part of the pressure-
strain correlation 
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Fig. 4 Void fraction profiles for three different air flow rates at the 
section X/M = 38, without correction for the pressure injection. 
Uncertainty in a: ± 5 percent; 
Dashed line: correlation (2). 

percent. When the air bubbles are injected, the profiles of the 
Reynolds tensor components proved to be flat within 20 percent 
over a large part of the section (Fig. 3). 

4 Void Fraction Profiles 
The appearance of maxima of void fraction near the wall 

in pipes has been reported by several authors (Serizawa et al., 
1975); Herringe and Davis, 1976; Zun, 1985). Among various 
explanations for such an effect, a void migration due to the 
velocity gradient has been proposed. In order to estimate this 
effect, we first inject a single bubble in the shear flow. No 
significant deviation of the trajectory has been observed for 
the range of bubble diameters considered here (1 to 5 mm). 
This fact is not surprising, since the expected deviation due to 
the lift effect, calculated from the expression proposed by 
Auton et al. (1988), is of the order of 8 mm at the top of the 
test section. Such a value is comparable with the turbulent 
dispersion of the bubbles. It must be emphasized that the 
intensity of the shear is one order of magnitude lower than 
the one usually encountered in developed pipe flows. 

In another experiment, the air bubbles (5 mm diameter) are 
blown uniformly in the flow. The void fraction profiles (Fig. 
4) exhibit a strong transversal gradient, which does not vary 
with the longitudinal location. This phenomenon, reminiscent 
of the above mentioned "void migration," can nevertheless 
be explained by a simple kinematical argument. As a matter 
of fact, due to the width of the test section, the mean flow is 
completely controlled by the entrance conditions. The longi
tudinal development is only due to the hydrostatic pressure 
gradient, which has a small effect on the velocity or void 
fraction profiles, as it is confirmed experimentally. Therefore, 
the quantities describing the mean motion are with a good 
approximation function of the transverse position 7 only. The 
transverse homogeneity of the local gas flux yields: 

^ » ( Y)1TG\ Y) =0, or «( Y)U~G\ Y)=cte. 

As the air bubbles are blown uniformly through the grid, the 
constant is given by the ratio of the volumetric flow rate QG 

x 

to the cross section A. For a dilute bubbly flow, UG can be 
approximated by the sum of the liquid velocity in the absence 
of gas bubbles of the terminal velocity of a single bubble 
(neglecting lift and turbulence effects). 

S.X/U* 

Fig. 5 Longitudinal evolution of the Reynolds stress tensor. 

S = 2.9 s-1; Y = 27 cm; UL* = 1 m/s; 0L = 0.17 m3/s; Oe = 0; a = 0. 
Uncertainty in Reynolds stress components: ±10 percent. 

Therefore, 

oc(Y)UG(Y) = ac(Uc+VT), 

where ac is the void fraction at the center of the pipe, and 
finally: 

a = ac/ll + SlY-~)/0!c+VT) (2) 

The good agreement between (2) and the measured void 
fraction profile (Fig. 4) indicates that no migration effect oc
curs in the present experiment. In the following measurements, 
the pressure injection has been adjusted for each row of in
jectors, in order to correct this effect and to obtain flat void 
fraction profiles. 

5 Turbulence Measurement 

(a) Longitudinal Evolution of the Reynolds Stress Tensor-
Single Phase Case. The components u2,v2 and uv of the Reyn
olds tensor were first obtained without air bubbles, in order 
to compare our results with previous experiments, especially 
those of Champagne et al. The quantities, normalized by the 
squared mean velocity at the center of the section, are shown 
in Fig. 5, versus the parameter: S.T = (dUL/dY).X/UL. This 
nondimensional variable is the product of the shear intensity 
and the time during which a fluid particle is subjected to the 
action of the shear. Our results are quite similar to those of 
Champagne et al. The components of the Reynolds stress ten
sor reach an asymptotic state, but due to the feeding by the 

mean velocity gradient, the longitudinal component u2 de
creases less rapidly than v2. 

(b) Longitudinal Evolution of the Reynolds Stress-Tensor-
Two-Phase Case. As previously, the u2 , v2 , uv components 
are shown as functions of S. T for different values of the local 
void fraction (1,1.4, 2 percent) and of the shear intensity (Figs. 
6-9). These curves, compared to Fig. 5, exhibit a smaller dif
ference between u2 and v2 , associated with an apparently 

-—x 

reduced production by the mean shear. The component uv 
remains approximately constant along the duct, with a slight 
decreasing trend. 

Figures 8 and 9 are relative to two situations for which the 
inlet conditions give a nonisotropic turbulent field at the be
ginning of the duct. In the first case, v2 is greater than u2 . 
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Fig. 6 Longitudinal evolution of the Reynolds stress tensor. 
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Fig. 8 Longitudinal evolution of the Reynolds stress tensor. 

S = 2.9; Y = 27 cm; u[* = 1 m/s; Qt = 0.17 m3/s; Qa = 1.25.10"3 

m3/s; a = 1 percent. 
Uncertainty: ±10 percent. 
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Fig. 9 Longitudinal evolution of the Reynolds stress tensor. 

S = 2.9; Y = 27 cm; UL" = 1 m/s; Ot = 0.17 m3/s; Qa = 2.5.10"3 m3/s; 
a = 2 percent. 
Uncertainty: ±10 percent. 

We then observe a rapid decay of the transversal component, 
whereas the longitudinal component becomes stable. This point 
brings out the influence of the velocity gradient, as in a single 

phase flow. In the second case, u2 is much higher than v2 . 
The latter decreases slowly, in order to minimize the aniso-
tropy. 

We can summarize the influence of the air bubbles on the 
sheared turbulent field by two effects: 

• Decrease of the production of longitudinal kinetic energy 
of a mean velocity gradient. 

• Tendency toward isotropy. 

6 Discussion and Modeling 
As indicated in the introduction, an attempt was made at 

modeling the unknown terms in the balance equation for the 
Reynolds stress tensor in the liquid. When the flow is ho
mogeneous, the equations read: (Lance, 1979) 

1 d—jx 

2dt 

1 rf-j 

2d? 

— A T 1 du 
= -uv S + -p-— 

p dx 

1 dv e l 
p ay 3 2 

j + {Pu 

1 (du dv\* 
dt p \dy dx + Pv. 

—k= -uv S-e + -Pih k = -\ul +v2 +w2 (3) 

The viscous dissipation rate e, arises from the hypothesis of 
isotropy of the smallest turbulent structures. The tensor Py 
which vanishes when a = 0 describes the interfacial transfer. 

The numerical exploitation of this system requires the knowl
edge of e, Pjj and of the terms due to the coupling between 
pressure and strain. Various closure methods have been de-
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Table 1 Initial values taken for the calculation, at the first 
measurement section X/M = 12.5 MKSA units 

Fig. 

5 
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9 
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2% 

~2A ' 
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2.4.KT3 
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UV 
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- 3 . K T 3 

- . 2 8 . K T 3 

- . 1 . 1 0 " 3 

k 

2.8.10"3 

3.8.KT3 
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3.45.10"3 

3.85.1(T3 

to 

5.4.10"3 

6.1(T3 

3.5.1(T3 

5.5.1(T3 

6.10"3 

veloped in single phase turbulent flows in order to provide 
suitable expressions for the dissipation rate and the pressure-
strain correlations (Launder, et al. 1975; Lumley, 1975). It is 
worth recalling that the latter can be split into two terms, 4>ij,i 
and <j>iji2. The first one contains only correlations of the velocity 
fluctuations and is responsible for the return to isotropy when 
the mean shear is suppressed. The second one describes the 
linear coupling between the mean flow and the Reynolds stress 
(so-called rapid term). Closures laws for these terms have been 
proposed by the above mentioned authors. We chose the model 
proposed by Launder et al. (1975) as a starting point for the 
modeling of the turbulent field in the bubbly flow. We refer 
the reader to this paper for a more detailed discussion of the 
closure method for single phase flows, and will discuss how 
this model can be modified to take the presence of air bubbles 
into account. 

The first problem to solve is the evaluation of the interfacial 
production term Py and the dissipation rate e. It is important 
to notice that the fluctuating kinetic energy k results from three 
different contributions: the first one is the kinetic energy as
sociated with the velocity perturbations induced by the relative 
motion of the bubbles with respect to the liquid. As the motion 
of the bubble is random, these velocity fluctuations are taken 
into account in the definition of k. However, they are not 
turbulent in the usual sense. We shall call pseudo-turbulence 
these random fluctuations due to the flow around the bubbles. 
The second contribution stems from the wakes behind the 
bubbles, which produce small scales turbulent structures. The 
last contribution is the kinetic energy of the turbulence gen
erated by the grid. 

Now, as the pseudo-turbulent fluctuations are basically in-
viscid, the dissipation rate e can be split into two parts e = e0 

+ ew, where eiv is the dissipation rate in the wakes of the 
bubbles, and e0 is the dissipation rate associated with the energy 
flux from large scale structures to small scale structures. Such 
a decomposition assumes that both contributions are statis
tically independent. The contribution e0 can be calculated from 
the widely used equation for the dissipation rate in single phase 
flows: 

—e0= -Cel-uv S-
dt k a 

el 
(4) 

where Cci = 1.44 and Ce2 = 1.9. It is worth remarking that 
a better estimation for the time scale of the turbulent stretching 
k/eQ would be obtained by removing the pseudo-turbulent con
tribution from k. However, due to the uncertainty on this 
quantity, this splitting did not lead to better predictions here. 

Now, when the bubbles have reached their mean terminal 
velocity, the energy production term P/,/2 is equal to the rate 
of work of the drag force exerted by the bubbles on the liquid, 
assuming that the gas velocity fluctuations are small compared 
to the mean relative velocity. According to the procedure 
adopted in single phase turbulence modeling, we can connect 
ew to the energy production by: 

d 1 (Pa 

where r is the characteristic time of eddy generation in the 

wake, which is usually very short compared to the turbulence 
time scale k/t0. We can therefore assume that ew = Pa/2, 
which is confirmed experimentally for a uniform grid turbu
lence perturbed by air bubbles (Lance and Bataille, 1982). 
Therefore, the only required quantity is e0, which is given by 
equation (4). 

The second mechanism to examine is the interaction between 
the mean and the fluctuating field, which is described in equa
tion (3) by the production terms ttflTj S and by the contribution 
</>,yi2 to the pressure-strain correlation. The mean velocity gra
dient acts upon the stretching of the turbulent eddies, on the 
flow around the bubbles and on their wakes which contributes 
to the fluctuating kinetic energy. The possible effect of the 
bubble motion on the stretching of the turbulent structures is 
not relevant of <j)iji2 and shall be discussed later. According to 
Launder et al., the tensor (/>,y,2 is approximated by a linear 
combination of Reynolds stresses: 

4>ij,2 + 0/7,2 = 
C 2 +8 

12 

dU* 

dxj 

dUjX\ 3C2-2 

dXi 

30C2-2 
55 

11 

(5) 

Dy-^rnj 

where 

n,= 
xdUj xdUt 

»Vk—+UjUk — 

dUk — x dUk 
D,j= - [uiuk -^- +yuk 

dxj h 
n = MI,7,C2 = 0.55. 

We shall make the assumption that this functional form is still 
valid for a low void fraction bubbly flow and that the empirical 
constant C2 is unchanged. 

A last important mechanism is the interaction of the fluc
tuating field with itself. Roughly speaking, we can distinguish 
three contributions: the nonlinear coupling between turbulent 
eddies, the distortion of the turbulent eddies by the flow around 
the bubbles, and the hydrodynamic interaction between the 
bubbles. The second effect deserves special interest .Asa matter 
of fact, due to the relative motion of the bubbles, the turbulent 
structures are stretched and distorted by the hydrodynamic 
fields around the bubbles, the time scale of this interaction 
being given by the residence time of a turbulent eddy in the 

x 
vicinity of a bubble rD = D/UR . 

The interaction between the turbulent field and the hydro-
dynamic fields around the bubbles causes a random distortion 
of the turbulent structures. This mechanism competes with the 
action of the mean shear flow which imposes a well-defined 
deformation of the turbulent eddies. Therefore we can consider 
that these random stretchings tend to restore the isotropy of 
the flow, which is consistent with the experimental observa
tions. Mathematically, we can model this phenomenon by add
ing to Launder's expression for the non-linear part of the 
pressure-strain correlation, <£,y,i, an extra term: 
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UR / x 2 
(6) 

That is, for bubbly flows: 

</>y,i +</>/;, 1 = uiu/-~kSiJj (c^+ C3a-^- ) , C, = 2.2 

(7) 

The additional constant C3 has to be determined empirically 
in order to obtain the best fitting with the experimental lon
gitudinal evolution of the Reynolds stress tensor. It is found 
here to be equal to 8. 

The system of equation (3) can then be written: 

2dtU = " " y S + *n , i + 0 i i , 2 - -

X d~ix e0 

2~~dtV = 0 2 2 . 1 + * 2 2 . : 2 ~Y 

d_~ 
di UV =-V2 S + (<A12,l + </>21,l) + ( 0 1 2 , 2 + 021,2) 

—k= -uv S-e0 at 

de0--Ceie0kS-Cc2-

(8) 

The comparison between our experimental data and the nu
merical predictions of the model is shown in Figs. 5 to 9. The 
initial values taken for the calculation are given for each case. 
The very simple modeling of the "two-phase terms" adopted 
here reproduces very well all the observed behaviors. Due to 
the lack of experimental information, it is difficult to estimate 
the range of validity of such a model. Nevertheless we can 
expect it to be suitable for low values of a (in order to prevent 
bubble coalescences) and for weak shear intensity (in order to 
avoid bubble break-up). 
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Nonideal Gas Effects for the Venturi Meter the effects of nonideal gas behavior on the expansion factor 
for the venturi meter are examined. 

W. Bober1 and W. L. Chow2 

A method for treating nonideal gas flows through a venturi 
meter is described. The method is an extension of a previous 
study reported in an earlier paper. The method involves the 
determination of the expansion factor which may then be used 
to determine the mass flow rate through the venturi meter. 
The method also provides the means for determining the critical 
pressure ratio as well as the maximum flow rate per unit throat 
area. The Redlich-Kwong equation of state is used, which 
allows for closed form expressions for the specific heat at 
constant volume and the change in entropy. The Newton-
Raphson method is used to determine the temperature and 
specific volume at the throat. It is assumed that the following 
items are known: the upstream temperature and pressure and 
the ratio of the throat pressure to the upstream pressure. Re
sults were obtained for methane gas. These results indicate 
that for the cases considered, the use of the ideal gas expression 
for the expansion factor would lead to an error in the deter
mination of the mass flow rate; the error increases as the throat 
to inlet pressure ratio decreases. For the example reported in 
this study, the maximum percent difference in the critical pres
sure ratio between the ideal and nonideal gases was 5.81 per
cent, while the maximum percent difference in the maximum 
flow rate per unit throat area was 7.62 percent. 

Introduction 
In a recent paper (Bober and Chow, 1991) the effects of 

nonideal gas behavior on flows through converging-diverging 
nozzles were investigated. The authors demonstrated that for 
reservoir conditions that lead to a fluid property path that' 
comes close to the critical point, nonideal gas effects are very 
significant. Interest in this topic was motivated by the fact that 
in recent times, there has been a significant increase in the 
operating pressures of power plants, gas fields and transmis
sion lines (Fagerlund and Winkler, 1982). These high pressure 
operations have resulted in a need for a more accurate means 
for metering the discharge of gas flows from reservoirs and 
transmission lines. Two common instruments for metering such 
flows are the venturi and orifice meters. In this paper, which 
is an extension of a previous study (Bober and Chow, 1991), 
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Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
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Technical Discussion 
The formula that is commonly used to determine the gas 

mass flow rate, m, through a venturi meter (Miller, 1983) is: 
. CiA2Y^Ap' -Pi) 

(1) 
fJ,Vl-M2A4i)2 

where A is the cross-sectional area, p is the pressure, v is the 
specific volume, Cd is the discharge coefficient, Y is the ex
pansion factor and the subscripts 1 and 2 refer to points at 
the inlet and throat sections of the venturi, respectively. For 
an ideal gas, the expansion factor, Yj, is 

Y,= ©"& i-ipi/pi) (k- l)/k~ 

X 

1 -Pl/Pl 

\-{A2/Ax)
2 

l-(A2/Al)
2(P2/pl)

2/k (2) 

where k is the ratio of specific heats. Equations (1) and (2) are 
derived from the one-dimensional momentum equation as
suming ideal isentropic inviscid flow with constant specific 
heats. The term, Cd, in equation (1) is an empirical factor 
which depends mainly on the Reynolds number of the flow 
and is thus a correction factor for viscous effects. An empirical 
curve giving CD versus the Reynolds number, Re, can be found 
in Miller, 1983. With Y = 1.0, equation (1) gives m for an 
incompressible fluid; thus Y accounts for compressibility ef
fects when the fluid is a gas. From the work described in Bober 
and Chow, 1991, one must question the accuracy of the ex
pansion factor when the fluid property path comes close to 
the critical point. For such a case, the expansion factor, Y, 
will differ from the ideal value, Yj. A method for evaluating 
Y for a nonideal gas follows. 

The mass conservation and energy equations for frictionless, 
isentropic flow are: 

AM A2V2 

v2 

h2 + 
Vl 

(3) 

(4) 

where V is the section fluid velocity and h is the enthalpy per 
unit mass. Combining equations (3) and (4) and rearranging 
gives: 

2(A,-A2) 
V\-

l-(A2Vi/AiV2)
2 (5) 
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The factor that accounts for the compressibility of a fluid may 
be obtained from equation (1) with CD = 1, i.e., 

Y=-
mv}yJl-(A2/Al)

2 

A2^2vl(pl-p2) 
(6) 

To account for nonideal gas behavior, an equation of state 
must be introduced. To obtain analytical expressions for the 
specific heat at constant volume, c ,̂ the specific heat at con
stant pressure, cp, and entropy, s, the equation of state should 
be reducible to the form (seeVinokur's discussion following 
article by Bober and Chow, 1991). 

P=J]f„(T)g„(v) (7) 
n 

where /„ (7") are twice differentiable analytic functions of T 
and g„ ( v) are differentiable and also integrable in closed form. 

Two commonly used equations of state are the Redlich-
Kwong equation and the Hall-Yarborough equation (Miller, 
1983). For natural gas at high reduced pressures and reduced 
temperatures above 1.05, the compressibility coefficient, Z, 
computed by the Hall-Yarborough equation has an accuracy 
of ±0.3 percent (Miller, 1983). For Methane gas, at a reduced 
temperature of 1.6 and a reduced pressure between 3.2 and 
8.5, the error in the compressibility coefficient computed by 
the Redlich-Kwong equation (as compared to the true value) 
is between 1 and 2 percent (Miller, 1983). However, the Red
lich-Kwong equation fits the form of equation (7) and the Hall-
Yarborough equation does not (one term in that equation 
cannot be expressed as f„(T) g„(v)). Since the method de
scribed in this paper requires analytical expressions for ce and 
s, the Redlich-Kwong equation was used. However, it should 
be realized that the error in the compressibility coefficient 
resulting from the use of the Redlich-Kwong equation is far 
less than that obtained by assuming the gas to be ideal. 

The Redlich-Kwong equation of state is given by (Miller, 
1983) 

RT _ a pRT _ qp1 

P~v-b~T°-5v(v + b)~~l-bp~ T°\l + bp) 

where Tis the temperature, R is the gas constant, p is the mass 
density and 

nl>p2.5 prr, 

a = 0.42748 — and b = 0.08664 ^ 
Pc Pc 

In the above equations, (pc, Tc) are, respectively, the critical 
pressure and temperature of the gas. Then the ratio p2/px can 
be expressed as 

RT2 q 

p2_v2-b T2
5v2(v2 + b) 

Pi~ RTX q 

vi-b T^vdVi + b) 

This provides an equation for (T2, v2) assuming that p2/pu 

T{ and vu are known; i.e., 

P\ 

= 0 (9) 

An expression for the entropy change, s2-Si, can be obtained 
by integrating the differential equation for entropy (Wark, 
1988); i.e., 

v2-b T°2
5v2(v2 + b) 

Pi 

P\ 

' RTi q 

Vi-b Tf^iivi + b) 

dT dp\ , . 
ds = cB -— + I — I dv 

T \dTI. 
(10) 

The term (dp/dT)0 can be obtained from equation (8). It is 

bp_ 

dT, 

R 

v-b 2Ti/lv(v + b) 
(11) 

An expression for the specific heat at constant volume, c0, can 
also readily be obtained (Bober and Chow, 1991). It is 

3a 
c„=ci(T) + 

4bT3 

where 

Cu £fl 

In 

-R 

1 + * 
v (12) 

s, - - (13) 
In the above equations, c£ and Cp are the zero pressure specific 
heats at constant volume and constant pressure, respectively. 
The term Cp can be determined by 

-&•=A0 + A i T+ A2T
2 + A 3T3 + A4T

4 (14) 

The coefficients A0 through A^ and the gas constant R for 
various gases can be found in Wark, 1988. 

Since entropy is a property, equation (10) can be integrated 
along any path from state 1 to state 2. A convenient path is 
to integrate from (Tu v{) to (T2, t>i), holding v constant, and 
then from (T2, Si) to (T2, v2), holding T constant. This gives: 

s2 - si = R (A0-l)ln 

+ 3 (T2-

+AdT2- -r iJ+yOl-Tr) 

• T D + ^ C H -

2b 
•In 1+-

V\ 

1 
T-.1.5" 
•* 2 

267V 
In 

+ R[ln (v2-b)- In (vt 

v2 + b\ , (v\ + b 
- In 

Tl) 

J_ 

F2(T2,v2;TiA) (15) 
Vl / \ Vi 

For isentropic flow, s2 — sY = 0 and thus 

F2{T2,v2;Ti,vl)=0 (16) 

Equations (9) and (16) provide two algebraic equations for the 
two unknowns (T2, v2) assuming that (Tu vt) and p2/px are 
known. Since these equations are nonlinear, an iterative method 
of solution, such as the Newton-Raphson method is appro
priate. The (;'+ 1) iteration for T2 and v2 is given by (Chapra 
and Canale, 1988): 

Tt[ = Ti-

dF, 

80; 
F\r-^\ - F U ^ - i 

dFi 

dv: 

and 

v2 —v2 + 

(dFX (dF2\ 
\dT2) \dv2) 

«® 

/9F,y 
\dv2) 

~Fi\W 

m 
i 

(17) 

dF\ 

dT2 dv2 

dF\ 
dv2 

dFj, 

dT2 

(18) 

The derivatives 3Fi/dT2, dF{/dv2, dF2/dT2, and dF2/dv2 can 
readily be obtained from equations (9) and (15). 

To start the iteration, it is convenient to select values for T2 

and v2 equal to those corresponding values that would be 
obtained by assuming the gas to be ideal. 

The formulation has assumed that the values 7\, v^ and 
p2/p\ are known. However, 0\ is not a readily measurable term, 
and thus it must be determined indirectly from pressure and 
temperature measurements, i.e., p\ and T{ respectively. As a 
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matter of convenience, the compressibility factor, Z, is intro
duced; where 

Z = pv 
JRT 

Equations (8) and (19) may be combined to give 

b ap b2p2 

' R2T2 
bp_ 
RT 

abp2 

~R3Ti. 

(19) 

= 0 (20) 

For given values of p and T (in the range where equation (8) 
is valid), equation (20) may readily be solved and the proper 
root selected (Bober and Chow, 1991). Having pit T{ and Z,, 
equation (19) gives 0(. 

To complete the formulation, an equation for the enthalpy, 
h, must be introduced. It is 

h = u+pv (21) 

where u is the internal energy per unit mass. 
An expression for the internal energy, u, that is compatible 

with the Redlich-Kwong equation of state and the fourth degree 
polynomial expression for the zero pressure specific heat at 
constant pressure is given in Bober and Chow, 1991. It is: 

u(T,v)=u+(T)-
3a 

'2bT°-
In 1+? 

v 
(22) 

where u+ is the zero pressure internal energy which is given 
by 

At _L A± 

5 
u+(T)=R (A0 

1 ) r + 4i T 2 + d2 r 3 
2 3 

13 7-4 , ;2i ~5 (23) 

The formulation is now complete. The procedure for ob
taining a solution is as follows: Given p{, Tu and p2/p\, first 
determine Z\ from equation (20), followed by vit from equa
tion (19). Then, utilizing equations (9), (15)—(18), determine 
T2 and v2. Next, determine u2 and h2 from equations (22), (23) 
and (21). The velocity, V2, may then be calculated from equa
tion (5), followed by m from equation (3) and Yfrom equation 
(6). The expansion factor, Y, may then be compared with the 
ideal value, Yh which is given by equation (2). 

One additional item of interest is to determine the critical 
pressure ratio, {p2/p\)c- For fixed values of p\, T\ and d2/d\, 
there exists ap2/pi ratio that gives the maximum possible flow 
rate per unit throat area that can pass through the venturi. At 
this condition, the venturi is said to be choked and the pressure 
ratio at which this occurs is designated as the critical pressure 
ratio. When the venturi is choked the Mach Number, M2, at 
the throat equals 1.0. An expression for the speed of sound, 
c, consistent with the Redlich-Kwong equation is given in Bober 
and Chow (1991). It is 

RT 

(\-bp)' 
1 + * 

Cr, 

The Mach number is given by 

aRp 

c€T
W2(l-b2p2) 

ven by 

c 

I * * 
' 4c0T

2(\ + bP)2 

a(2 + bp)p 

Tl/2(l+bp)2 (24) 

(25) 

The procedure for determining the critical pressure ratio is 
to hold pi, T\ and d2/d\ constant and successively decrease 
p2/p\. At each step T2, v2 (or p2) and V2 are determined as 
indicated earlier; then the Mach Number, M2, is determined 
by equations (24), (25), (12), (13), and (14). The value of 
p2/p\ that results in M2 = 1.0 is the critical pressure ratio. 
The maximum flow rate per unit throat area, (rh)m3X/A*, can 
then be determined by equation (3). 

A formula for determining the critical pressure ratio for an 
ideal gas with constant specific heats is given in Bean, 1971. 
It is 

, ( i - * ) / * A r - 1 4„2 / * 
1 c 

k+\ 
= 0 (26) 

where rc = (p2/pi)c and j3 = d2/dx. The ideal gas critical 
pressure ratio may then be compared to the corresponding 
value obtained by the method described in the previous para
graph. 

A formula for determining the maximum possible flow rate 
per unit throat area for a real gas is also given in Bean, 1971. 
The formula is based on a polytrope model; i.e., p/pT = 
constant. As stated in the above reference, Y is not a constant 
and not equal to cp/ce, but is a function of the stagnation 
temperature and pressure. However, a method for determining 
T is not given. As a result one cannot readily compute 
(rn)msx/A* by the given formula. Therefore only ideal gas 
values for this term are compared to the corresponding values 
obtained by the method described in this paper. The method 
for determining (m)mm/A* for an ideal gas is to determine the 
ideal gas critical pressure ratio, rc, by equation (26), then eval
uate Yj by equation (2) and (m)msa/A* by equation (1) with 
Cd = 1.0. For cases where m/A2 is not a maximum, Bean 
(1971) recommends the use of equations (1) and (2), and eval
uating v, by equation (19). Thus, nonideal gas effects are only 
applied at the inlet and not throughout the entire flow field 
as is done in this paper. 

Results 
A computer program was developed to solve the system of 

equations outlined in the previous section. Several runs were 
made for Methane gas at different values for pu Tup2/p\ and 
throat to inlet diameter ratios, d2/d\. Values of p\ and T\ were 
selected that result in the gas being far from ideal and with a 
ratio of specific heats far from its value at standard temperature 
and pressure. The program produced tables containing Y, Yh 

V2, V\, rhf/Ai and th/Au versus p2/p\, where m,is the mass 
flow rate evaluated by equation (1) with CD = 1.0. Figure 1 
is a plot of Y versus p2/p\ for several different values of 
d2/d[ at an inlet reduced pressure and temperature, (pr)i, {Tr)u 

equal to 4.5 and 1.4, respectively, where (/>,.) 1 = P\/pc and 
(Tr)i = Tx/Tc. As it is for an ideal gas, for a fixedp2/p\ ratio, 
Y decreases as d2/d\ increases. Furthermore, for d2/d\ < < 
1, Y exhibits the same limiting behavior as Y,. As can be seen 
from equation (2), for d2/dx < < 1, 

57-
Pi 

k-\ 
I-CP2/P1) 

1 -Pi/Pi 

k~Uk' 

which is independent of d2/d\. 
A plot of the percent relative error in Yj versus p2/p\ is given 

in Fig. 2. From this figure it can be seen that for all d2/d\ 

- 0.2 
- 0.4 
- 0 . 6 
• 0.8 

Fig. 1 Expansion factor versus p2/p,((pr)i = 4.5,(7;), = 1.4, k, = 1.938, 
Z, = 0.774) 
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Table 1* Critical pressure ratios and maximum flow rates 
per unit throat area 

cases, the percent relative error in Yr increases as p2/p\ de
creases. For all cases considered Y, drops faster than Y as 
P2/P1 decreases. For the range of values tried, the maximum 
relative error is 6.58 percent atp2/p\ = 0.6 and d2/d\ = 0.8. 
Note that the Z value at the inlet as determined by equations 
(8) and (19) is 0.774. This results in a 29.2 percent error in the 
Z value for the ideal gas, which is much larger than the relative 
error in Yr. This leads one to believe that any small error in 
the Z value that results from the use of the Redlich-Kwong 
equation (as compared to the true value for Z) would have a 
minimal effect on the determination of Y. 

To make sure that the difference between Yj and Y was not 
caused by a computer error, the constants a and b in equation 
(8), and Ax through A4 in equation (14) were all set to zero. 
This reduced the gas to an ideal gas with constant specific 
heats. The program was then run at the same pu Tx and 
P2/p\ values as those given in Fig. 2, and the difference between 
Y and Y, disappeared. 

Table 1 gives (p2/p\)c and (rh)mm/A* for both ideal and 
nonideal gases. As can be seen from this table, the nonideal 
critical pressure ratios are less than the corresponding ideal 
gas values, the maximum percent difference being 5.81 percent. 
However, the nonideal maximum flow rates per unit throat 
area are greater than the corresponding ideal gas values, the 
maximum percent difference being 7.62 percent. 

Figure 3 is a plot of rh/A2 versusp2/p\. As can be seen from 
this figure, m/A2 increases as p2/p\ decreases. As expected, 
these curves exhibit the same asymptotic behavior as the Y 
curves in Fig. 1. That is, for small d2/d\ values, the curves 
nearly coincide. Also notice that the tangents to the curves at 
their corresponding critical points are parallel to thep2/Pi axis, 
indicating that at the critical points d(m/A2)/d(p2/p{) equals 
zero. 

In conclusion, a program has been developed to determine 
the expansion factor of a nonideal gas through a venturi meter. 
The program accounts for nonideal gas behavior as described 
by the Redlich-Kwong equation of state. For gas flows that 
are nonideal, the use of the ideal expansion factor in deter
mining m, underestimates the true value. For the example given 
in this paper, a relative error as much as 6.58 percent was 
obtained when p2/p\ = 0.6 and d2/di = 0.8. The program 
also provides the means for determining the critical pressure 
ratio as well as the maximum flow rate per unit throat area. 
For the example given in this paper the maximum percent 
difference in the critical pressure ratio between the nonideal 
and ideal gases was 5.81 percent while the maximum percent 
difference in the maximum flow rate per unit throat area was 
7.62 percent. An important aspect of the venturi flow problem 
that has not been treated in this paper is the nonideal gas 
effects on the discharge coefficient, CD. If these effects are 
minimal, then the procedure outlined in this paper would pro
vide an accurate method for determining the mass flow rate 
of a nonideal gas through a venturi meter. 
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The results of an earlier investigation that demonstrated the 
significance of the particle diameter/fluid length scale ratio in 
determining whether or not the addition of a dispersed phase 
would cause an increase or decrease in the carrier phase tur
bulent intensity are extended to radial locations other than the 
centerline. Presently, it is shown that similar trends are valid 
except the results become less correlated approaching the wall 
for the case of pipe flows. The results for jets are independent 
of radial location. It is also shown that other possible non-
dimensional parameters do not correlate the data as well. 
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per unit throat area 

cases, the percent relative error in Yr increases as p2/p\ de
creases. For all cases considered Y, drops faster than Y as 
P2/P1 decreases. For the range of values tried, the maximum 
relative error is 6.58 percent atp2/p\ = 0.6 and d2/d\ = 0.8. 
Note that the Z value at the inlet as determined by equations 
(8) and (19) is 0.774. This results in a 29.2 percent error in the 
Z value for the ideal gas, which is much larger than the relative 
error in Yr. This leads one to believe that any small error in 
the Z value that results from the use of the Redlich-Kwong 
equation (as compared to the true value for Z) would have a 
minimal effect on the determination of Y. 

To make sure that the difference between Yj and Y was not 
caused by a computer error, the constants a and b in equation 
(8), and Ax through A4 in equation (14) were all set to zero. 
This reduced the gas to an ideal gas with constant specific 
heats. The program was then run at the same pu Tx and 
P2/p\ values as those given in Fig. 2, and the difference between 
Y and Y, disappeared. 

Table 1 gives (p2/p\)c and (rh)mm/A* for both ideal and 
nonideal gases. As can be seen from this table, the nonideal 
critical pressure ratios are less than the corresponding ideal 
gas values, the maximum percent difference being 5.81 percent. 
However, the nonideal maximum flow rates per unit throat 
area are greater than the corresponding ideal gas values, the 
maximum percent difference being 7.62 percent. 

Figure 3 is a plot of rh/A2 versusp2/p\. As can be seen from 
this figure, m/A2 increases as p2/p\ decreases. As expected, 
these curves exhibit the same asymptotic behavior as the Y 
curves in Fig. 1. That is, for small d2/d\ values, the curves 
nearly coincide. Also notice that the tangents to the curves at 
their corresponding critical points are parallel to thep2/Pi axis, 
indicating that at the critical points d(m/A2)/d(p2/p{) equals 
zero. 

In conclusion, a program has been developed to determine 
the expansion factor of a nonideal gas through a venturi meter. 
The program accounts for nonideal gas behavior as described 
by the Redlich-Kwong equation of state. For gas flows that 
are nonideal, the use of the ideal expansion factor in deter
mining m, underestimates the true value. For the example given 
in this paper, a relative error as much as 6.58 percent was 
obtained when p2/p\ = 0.6 and d2/di = 0.8. The program 
also provides the means for determining the critical pressure 
ratio as well as the maximum flow rate per unit throat area. 
For the example given in this paper the maximum percent 
difference in the critical pressure ratio between the nonideal 
and ideal gases was 5.81 percent while the maximum percent 
difference in the maximum flow rate per unit throat area was 
7.62 percent. An important aspect of the venturi flow problem 
that has not been treated in this paper is the nonideal gas 
effects on the discharge coefficient, CD. If these effects are 
minimal, then the procedure outlined in this paper would pro
vide an accurate method for determining the mass flow rate 
of a nonideal gas through a venturi meter. 

di/d, 

0.8 

0.6 

0.4 

0.2 

Nonideal gas 

(PT/P\)C 

0.49304 

0.44422 

0.43020 

0.42719 

(m)maxA4* 

5.8649 X104 

5.3669X104 

5.2214x10" 

5.1900X104 

Ideal gas 

(Pl/Pl)c 

0.52107 

0.47003 

0.45519 

0.45199 

{m)mJA* 

5.4181 X104 

5.0109 XlO4 

4.8905 x 10" 

4.8644x10" 

* (pr), = 4.5, (7V), = 1.4, kx = 1.938, Zj = 0.774. 

O 

5 
•E 

-

~ 

-=. ̂ i _ - ^ ~ _ _ ^ ^ '•• 

^ • 

V. 

d2/d. 
0.2 
0.4 
0.6 
0.8 

1.0 
p2/p, 

Fig. 3 

(Trh = 
Mass flow rate per unit throat area versus p2lp, ((p f) , = 4.5, 
1.4, fr, = 1.938, Z, = 0.774) 

References 
Bean, H. S., Ed., 1971, Fluid Meters, ASME, 6th Ed. 
Bober, W., and Chow, W. L., 1991, "Non-Ideal Isentropic Gas Flow Through 

Converging-Diverging Nozzles," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 
112, No. 4, pp. 455-461. 

Chapra, S. C , and Canale, R. P. , 1988, Numerical Methods for Engineers, 
McGraw-Hill, New York. 

Fagerlund, A. C , and Winkler, R. J., 1982, "The Effect of Non-Ideal Gases 
on Valve Sizing," Adv. Instrum., Vol. 37, No. 3, pp. 1323-1333, 

Miller, R. W., 1983, Flow Measurement Engineering Handbook, McGraw-
Hill, New York. 

Wark, K., Jr., 1988, Thermodynamics, McGraw-Hill, New York. 

Modulation of Turbulence by a Dispersed Phase 

R. A. Gore1 and C. T. Crowe1 

The results of an earlier investigation that demonstrated the 
significance of the particle diameter/fluid length scale ratio in 
determining whether or not the addition of a dispersed phase 
would cause an increase or decrease in the carrier phase tur
bulent intensity are extended to radial locations other than the 
centerline. Presently, it is shown that similar trends are valid 
except the results become less correlated approaching the wall 
for the case of pipe flows. The results for jets are independent 
of radial location. It is also shown that other possible non-
dimensional parameters do not correlate the data as well. 
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Nomenclature 
dp = 
h = 

R = 
U = 

UM = 
UR = 

<t> = 
P = 

PP = 

particle diameter 
characteristic length of the 
most energetic eddy 
pipe radius 
mean flow velocity 
local time averaged velocity 
local mean relative velocity 
volume concentration 
fluid density 
particle density 

Introduction 
This paper is an extension of an earlier work (Gore and 

Crowe, 1989) in which numerous investigations were compiled 
to show the effect of particles size on modulating turbulent 
intensity. Here as in that work, particles are defined as any 
dispersed entity, whether liquid, solid or gas. It was shown 
that the particle size/fluid length scale ratio was an important 
parameter in determining whether the addition of a dispersed 
phase would cause an increase or decrease in the carrier phase 
turbulent intensity. The significant result of that investigation 
is presented in Fig. 1. In this figure the percent change in 
turbulent intensity is defined as (aTP - OF)/OF X 100 where 

o = \J u' /UM is measured along the centerline and the sub
scripts TP and F refer to the fluid flow field with and without 
the dispersed phase, respectively. As can be seen from the 
figure, a value of dP/le — 0.1 represents a demarcation point 
where at larger values of dP/le the addition of particles will 
increase the carrier phase turbulent intensity and at lower val
ues cause a decrease. This point will henceforth be referred to 
as the critical length scale ratio. It is to be noted that le is the 
fluid length scale taken from the works of Wygnanski and 
Fiedler (1969) for single phase jet flows and Hutchinson et al. 
(1971) for single phase pipe flows. The fluid length scale, /„, 
is a measure of the size of the most energetic eddy. The results 
shown in Fig. 1 include both pipe and jet flows with gas-solid, 
gas-liquid, liquid-solid and liquid-gas phases, over a large range 
of density ratio, concentration and flow Reynolds number. It 
should be noted that Fig. 1 presented here contains both ad
ditions and corrections to the original figure of Gore and Crowe 
(1989). 
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Fig. 1 Change in turbulent intensity as a function of length scale ratio. 
It is estimated that the percent precision error is the same or smaller 
than the size of the data symbols. It is assumed that the bias error is 
the same for flows with and without the dispersed phase and therefore 
cancels out. 

The proposed explanation for the trend depicted in Fig. 1 
is as follows. The small particles, which are much smaller than 
the most energetic eddy, will follow the eddy for at least part 
of its lifetime. Part of the eddy's energy will be imparted to 
the particle since the eddy, through the drag force, will be 
moving the particle. The turbulent energy of the eddy is there
fore transformed into the kinetic energy of the particle and 
the turbulent intensity will be reduced. The larger particles will 
tend to create turbulence (in its wake) near the scale of the 
most energetic'eddy, thus increasing the turbulent intensity of 
the fluid. In this case energy is transformed from the mean 
flow, which is moving the particles, to the turbulent kinetic 
energy of the fluid. 

The present investigation extends the original study (Gore 
and Crowe, 1989) by examining the influence of the particles 
on the turbulence intensity at radial locations other than the 
centerline and examines the effect of other nondimensional 
parameters. 

Results 
To examine the effect of radial distributions one must sep

arate the two different flows. That is, one must examine the 
results for free jets alone and the results for pipes alone. As 
will be shown the two flows exhibit different trends. 

The results for pipe flows at radial locations of r/R = 0.25, 
0.50, 0.75 and 0.90 are presented in Figs. 2(a)-2(d). From 
careful examination of the figures the following general trends 
can be inferred. First, it appears that the critical value of dP/ 
le is increased as one nears the pipe wall. At the centerline the 
critical ratio is approximately 0.1 but increases to 0.30 at r/R 
= 0.90. Also, it appears that if dp/le < dP/le\clit at the cen
terline, thus showing a decrease in turbulent intensity, the 
percent change remains at approximately the same level 
throughout the pipe with a few data points showing an increase 
of the fluid phase turbulent intensity at r/R = 0.75 and 0.9. 
But, if on the centerline dP/le < dP/le I crit and thus the turbulent 
intensity of the carrier phase is increased, there is a general 
decrease in the level of the percent change in turbulent intensity 
as one approaches the pipe wall. 

Even though the number of data points that do not fall in 
the proposed quadrant increases approaching the wall, the 
approximation is still quite reasonable across most of the pipe. 
This is demonstrated by the fact that at the centerline 100 
percent of the data points fall into the proposed quadrant, at 
r/R = .25, 98 percent; at r/R = .5, 95 percent; at r/R = .75, 
84 percent; and at r/R = .9, 72 percent. Considering the large 
differences in flow situations this is still quite acceptable. Later, 
some explanation will be given as to the effect of the pipe wall. 

Some observations can be made for the data points that fall 
outside the proposed quadrants. All the points that show an 
increase in turbulent intensity for dP/le less than dP/le I crit are 
from the work of Tsuji and Morikawa (1982) for horizontal 
pipe flows. All the points correspond to data obtained near 
the upper surface of the pipe. A further observation is that 
the lower the Reynolds number the more likely it is for a data 
point to fall outside the proposed quadrant. 

The vast majority of data points that show a decrease in 
turbulent intensity with the addition of a second phase for dP/ 
le greater than dP/le I crit are those from Serizawa et al. (1975) 
and Wang et al. (1987). Both of these investigations are for 
gas bubbles in a liquid. The Reynolds number effect in these 
investigations is opposite that shown in Tsuji and Morikawa 
(1982). It was found that a data point is more likely to fall 
outside the proposed quadrant the higher the Reynolds num
ber. The reason for these trends is not clear to the authors. 

The results for jets are shown in Fig. 3. In this figure the 
data at different radial positions (r/x = 0, 0.03, 0.06, 0.10) 
are all plotted on one graph. As can be seen there is little or 
no effect of radial position in sharp contrast to that found in 

Journal of Fluids Engineering JUNE 1991, Vol. 113/305 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 0 0 

IJJ 
I -
z 

100 

3 
OO 
cc 
3 

LU 
CD 
z 
< 
X 
( J 

r / R = 0 . 2 5 , 
1 D 

1 ° 

i - : § •' 
l on D a 

' D D ° 
I D i n 

a H
 a 

1 HD I D D 

| B , 

2 0 0 

0.01 

CO 
2 
LU 
I -

100 

3 
co 
a: 
3 
i-

Ixl 
CD 
Z 
< 

r / R = 0 . 7 5 

1 • 
D 
D 

, , , 1 

i n 
I D 
BD 

B 

e 
, , , , , , i 

p 
i 

p 

D 

• 

r. ° 
a a 

a 
D 

i . . . . 

p 

a 

p 

. i 
0.01 0.1 

dp/1. 
Fig. 2(a) Fig. 2(c) 

co 

I - 100 

z 
LU 

m 
3 

LU 
CD 
2 
< 
I 
O 

r / R = 0 . 5 0 

1 
• D 

D 
a 

. . . i 

1° B° 
§ 

B 

i 

• 

° • 
• 

P P 

D & 

q ? 
IP | 

p B 
a 

D 

D 

§ 

I 
§ 

. . I 

LU 
h -
2 

I -
2 
LU 
_ l 

OO 

or 
3 

LU 
CD 
Z 
< 
I 
CJ 

r / R = 0 . 9 0 

B D 

° B 

D 
D 

I D 
IB H B 
S 
D 

1 

B 

D 

D 

B 
a 

D 

D B D o 
n 4- i S ° 1 

1 

D 

P 

a I 
y 

0.01 

Fig. 2(b) 

pipe flows. The majority of the points that fall outside the 
proposed quadrant are those from the investigations of Par-
thasarathy and Faeth (1987) and Sun and Faeth (1986) at an 
axial distance of x/D = 8.0. It may be that at this location 
the correlation given by Wygnanski and Fiedler (1969) is not 
valid. In any case, 92 percent of all data points fall inside the 
proposed quadrants for all radial locations. 

Discussion 
As noted earlier, the data for multiphase pipe and jet flows 

exhibit very different trends. The data for jets show that radial 
locations have little or no effect on the critical value for dP/le 

or the magnitude of the percent change in turbulent intensity. 
Flows in pipes exhibit different trends for different radial lo
cations. Approaching the pipe wall, the percentage of data 
points in the proposed region reduces from 100 percent on the 
centerline to 72 percent at r/R = 0.9. It is hypothesized that 
this is due to the anisotropic nature of turbulence in the vicinity 
of the pipe wall. The anisotropic nature of the flow would 
result in different le in different directions (each le would also 
be a function of radial location). This would reduce the 
likelihood of a single length scale correlating the effects of the 
particles. 

Fig. 2(d) 

Fig. 2 Change in turbulent intensity in pipe flows at various radial 
locations, (a) r/R = 0.25, (b) r/R = 50, (c) r/R = 0.75, and (d) r/R = 0.90. 
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Fig. 3 Change in turbulent intensity in jets at various radial locations 

306/Vol . 113, JUNE 1991 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.104. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The change in turbulent intensity with the addition of a 
second phase can be a function of various parameters of the 
flow system. These parameters are: particle size, particle den
sity, concentration, relative velocity between the dispersed and 
continuous phases, fluid phase velocity, fluid density, fluid 
viscosity, fluid turbulent velocity scale, and fluid turbulent 
length scale. Application of the Buckingham Pi theorem results 

%change = f 
PP pLU pURdP le \ u 

'dP' UR 

where L (characteristic length of the geometry) is used in place 
of /c in defining the flow Reynolds number. The effect of the 
length scale ratio is the subject of this paper and has been 
discussed in depth. In examining the effect of other nondi-
mensional parameters it will be shown that these parameters 
do not correlate the data as well. 

There is no correlation between the density ratio, flow Reyn
olds number or concentration on whether the addition of a 
second phase causes an increase or decrease in the fluid tur
bulent intensity. This is shown by the various investigations 
examined here in which these parameters were kept at ap
proximately the same value but the experiments showed both 
increases and decreases in fluid turbulence levels with various 
sized particles. This only refers to the question of increasing 
or decreasing fluid turbulent intensity with the addition of 
another phase, not by how much. 

Unfortunately the adequacy of the other two parameters, 
particle Reynolds number and velocity scale ratio, to correlate 
the data is not as easy to evaluate. This is due to the fact that 
many of the investigations do not contain the information 
needed to compare turbulent intensity changes with relative 
velocity. Many of the investigations either reported velocity 
and turbulent intensity profiles at different flow parameters 
(i.e. concentration and flow velocity) or they presented the 
data in nondimensional form such that it was impossible to 
obtain the relative velocity. For the limited amount of data 
presented it is possible to make a few conclusions (although 
these conclusions are far from complete). First examining the 
velocity scale ratio, an increase in turbulent intensity with the 
addition of a second phase is found in Levy and Lockwood 

(1981) at a velocity ratio, \jU'^/UR, of 1.26 and an increase 
is found in Lee and Durst (1982) at a velocity ratio of .087. 
The rest of the available data show a decrease in turbulent 
intensity but have a velocity scale ratio somewhere between 
these two limits. This suggests that the velocity ratio will not 
be sufficient to correlate the data. As to the Reynolds number, 
Levy and Lockwood found that the one particle size which 
corresponded to an increase in turbulent intensity had a relative 
Reynolds number between the Reynolds number of those par
ticles sizes that decreased the turbulent intensity. Again, based 
on this limited data, it appears that the Reynolds number will 
not be sufficient to correlate the data. 

Another nondimensional parameters important in dispersed 
flows which does not follow directly from the dimensional 
analysis is the Stokes number as defined by the ratio of the 
aerodynamic response time of the particle to the characteristic 
time of the fluid: 

St = 
t p Ppd2

pU 

The presentation of the change in turbulent intensity as a 
function of the Stokes number is given in Fig. 4. One notes 
that the data is not as well correlated as with the length scale 
ratio. 
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Fig. 4 Change in turbulent intensity as a function of time scale ratio 

Conclusions 
Available data indicates that the ratio of particle diameter 

to turbulent length scale is the most appropriate parameter to 
correlate the increase or decrease in turbulent intensity due to 
the addition of a second phase. It is stressed that this ratio is 
used only to determine whether the turbulence level is increased 
or decreased not by how much. The magnitude of the change 
will likely be a function of all the parameters listed above. 

Although the exclusion of other parameters, i.e. particle 
Reynolds number and velocity scale ratio, is premature at this 
point, the length scale ratio does have an advantage. The value 
chosen for /„, namely the single phase value, is generally known. 
This value is selected more out of necessity, since rarely is data 
presented that allows the determination after the addition of 
particles. Use of this definition of le allows a prediction of the 
effect of a dispersed phase. The other two parameters contain 
the relative velocity between the phases. This can only be de
termined accurately by experimentation and once this is per
formed presumably the change in turbulent intensity is known 
as well. 
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Nonideal Isentropic Gas Flow Through Con
verging-Diverging Nozzles1 

J. C. Leung2 and M. Epstein.2 In their recent paper the authors 
gave a numerical method of treating nonideal gas flows through 
converging-diverging nozzles based on the Redlich-Kwong (R-
K) equation of state (EOS). Though they present a case where 
nonideal gas effects are important, they did not provide the 
range of inlet conditions where this nonideality is significant. 
The present writers had published a nonideal gas flow paper 
(Leung and Epstein, 1988) earlier. This paper treats only the 
critical flow through convergent nozzles and not the divergent 
section where supersonic flow prevails. Using also the R-K 
EOS, generalized solutions in terms of reduced pressure, re
duced temperature and the specific heat ratio at zero pressure 
(ideal gas specific heat ratio k+ or 7 = Cp

+/Cv
+) were pre

sented. Moreover, these were algebraic equations from which 
maximum flow and throat conditions can be easily obtained. 
Generalized charts, such as Fig. 1 for 7 of 1.2, were most 
useful in displaying the conditions under which large depar
tures from the ideal gas solution can be expected. We should 
point out that a constant Cp

+ has been assumed, as is common 
practice in ideal gas treatment and which allows the simplicity 
in results. The success of such a generalized treatment, ad
mittedly less precise than the subject paper, was demonstrated 
by comparison with both experimental data (Hendricks, 1974), 
and critical flow data (calculated with very complex virial-type 
EOS) published by Johnson (1964, 1965, 1968, 1970, 1972, 
1974) at NASA Lewis Research Center. To provide a further 
comparison, we take the two cases discussed in the subject 
paper for methane gas and tabulate the following results based 
on our generalized solution approach as well as the interpolated 
results from the Johnson's publication (1972). For the nonideal 
case (Case I), our solution is in good agreement with the subject 
paper, and our mass flux is only 4 percent lower than Johnson's 
data which were calculated using NASA's extensive computer 
program (Johnson, 1971). As for the near-ideal case (Case II), 
our generalized chart of Fig. 1 clearly demonstrates that non-
ideal gas effects are unimportant for the given reservoir con
ditions. 
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Fig. 1 Generalized chart for y = 1.2 (G / d denotes ideal gas 
mass flux based on 7) 

Table 1 
Critical flow parameters 

Case I (Nonideal condition) 
PK, = 5.0 7^=1.4 
C / = 2 1 2 4 J/kg-K k+ = 1.32 
Bober and Chow (1990) 
Leung and Epstein (1988) 
Johnson (1972) 
Case II (Near ideal condition) 
i>„ = 0.8 T r t = 3.0 
Cp + 3150 J/kg-K k+ = 1.20 
Bober and Chow (1990) 
Leung and Epstein (1988) 
Johnson (1972) 

m^jRT0 

AP0 

0.93(0> 

0.926 
0.964 

0.650<o) 

0.6505 
0.6506 

P, 

Po 

0.406 
0.418 
0.416 

0.463(c) 

0.560 
0.560 

T, 

T0 

0.85<4) 

0.846 
0.843 

0.905(c) 

0.907 
0.905 

<fl)From Fig. 14 of Bober and Chow. 
<s)From Fig. 1 of Bober and Chow. 
<c)From ideal gas evaluation using k = 1.209. 
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G. Emanuel.3 The authors utilize the Redlich-Kwong (R-K) 
thermal equation of state and a polynomial in temperature T 
for the zero-pressure specific heat c+

p to examine nonideal be
havior of methane for isentropic nozzle flow. Nonideal be
havior occurs as the state of the gas approaches the coexistence 
curve, particularly in the vicinity of the critical point. At the 
end of the paper, there is a useful discussion by M. Vinokur. 
Additional comments are presented here. 

The R-K state equation may be superior to van der Waals' 
equation, but is also subject to the same criticisms (Emanuel, 
1987). For example, one can show that the compressibility 
factor at the critical point, Zc, equals 1/3 for the R - K equa
tion, whereas the experimental methane value is 0.28631 (Friend 
et al., 1989) This agreement is not good and would be worse 
for the many polyatomic gases whose Zc value is below that 
of methane. As with the van der Walls equation (Emanuel, 
1987), there is a multiplicity of critical-point solutions for the 
two free parameters, a and b, in the R-K equation. Bober and 
Chow utilize the form 

aR2T5/2 , RTC 
a = — , b = 

9pc 3apc 

where it can be shown that 

a = l + 2 1 / 3 + 22/3 = 3.8473 

An alternative solution would be 

a = -aRTc
V2vc, b = — 

3 a 

With either set, the R-K equation is 

3aTr a 
Pr = avr-l~Tr

U2vr(avr+l) 

in reduced variables. The equation for the entropy is also 
readily written in terms of reduced variables. The isentrope 
solution is then independent of the choice made for a and b. 
However, when reverting back to dimensional variables, there 
is a difference, and it is uncertain which a, b set provides the 
most realistic isentrope. 

While a paper by Tsien is referenced, readers should be 
alerted to its errors, listed in Tsien (1947). 

As noted, the zero-pressure specific heat Cp is represented 
by a polynomial in T, as is frequently done. An alternative 
approach is to utilize an harmonic oscillator approximation 
for the vibrational modes of a polyatomic molecule (Emanuel, 
1987). In terms of the constant volume, zero-pressure, specific 
heat CjJ", this also yields closed-form results for both the \c^dT 
and \{c„ /T)dT integrals that appear in the internal energy, 
entropy fundamental equations. 

Evaluation of nonideal gas flows, isentropic or otherwise, 

'Department of Aerospace and Mechanical Engineering, University of Okla
homa, Norman, OK, 73019. 

is most accurately achieved with computerized thermodynamic 
properties. (An introductory presentation, along with addi
tional references, can be found in Emanuel (1987) and Stewart 
et al. (1986).) One reason for this is that rio state equation, 
such as van der Waals or the R-K equation, can represent the 
non-analytic critical-point behavior of real fluids (Emanuel, 
1987). This is true even though all free parameters in the state 
equation are evaluated using critical point properties. Con
sequently, the nonideal trend exhibited by Bober and Chow 
in Fig. 12 for the polytropic exponent n may not be appropriate 
for methane. 

A more important reason is that the computerized approach 
is based on extensive experimental data, including coexistence 
curve data and data in the vicinity of the critical point. Methane 
has been treated in this manner by Friend et al. (1989). 
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his previous work on the subject of nonideal gas flows. As he 
mentioned in his discussion, our analysis of nonideal gas flows 
through converging-diverging nozzles was more extensive than 
the work of Leung and Epstein. We were also pleased to see 
that for the critical flow parameters cited in his discussion, 
our work is in good agreement with theirs as well, as the 
experimental work of Johnson. However, it should be noted 
that their generalized charts of G/G'd versus Prfi for various 
values of Trfi do not account for the possibility that the flow 
may become two-phase before critical flow conditions are 
reached. For example, when stagnation conditions for methane 
at a (Trfi, P r 0) = (1-1. 2.0) were used in our program, the 
liquid state was reached at a Mach number equal to 0.675. 
Therefore, the Redlich-Kwong equation was not valid all the 
way to the choked nozzle condition. The curves for Trfi of 1.05 
and 1.0 are even less likely to be valid. 

The authors would also like to thank Dr. Emanuel for pro
viding additional useful information regarding the behavior 
of nonideal gas flows, especially near the critical point. For 
such cases, the use of computerized thermodynamic properties, 
as suggested by Dr. Emanuel, is an alternative which one may 
choose when a high degree of accuracy is required. 
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